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Abstract—Message freshness and time synchronization
are nowadays essential services in secure communica-
tion. Many network protocols can work correctly only
when freshness of messages sent between participants
is assured and when internal clocks protocol’s parties
are adjusted. In this paper we present a novel, secure
and fast procedure which can be used to ensure data
freshness and clock synchronization between two com-
municating parties. Next, we show how this solution can
be used in cryptographic protocols. As an example we
apply our approach to the Oakley key determination
protocol providing it with time synchronization without
any additional communication overhead.

Index Terms—freshness, security protocols, time syn-
chronization, Oakley protocol, cryptographic protocols

I. INTRODUCTION

Freshness is the security property of data which is
very important and desired in network communication.
This property guarantees protection from variants of
the replay attack. We distinguish two types of fresh-
ness: weak and strong. Weak freshness provides only
partial ordering of messages. This type does not supply
any other kind of time information, e.g., a delay. How-
ever, strong freshness provides total messages ordering
and delay information, so this type of freshness can be
obtained in time synchronization protocols.

The scheme presented in this paper addresses the
freshness issue and it has ability to synchronize time.
It is very light (sending only one short message
is required) and it is based on cryptographic hash
functions, which are fast constructs. Our proposal can
be applied in many existing communication protocols,
where small modifications can result in significant
advantages. We show them for a popular key agree-
ment protocol which is Oakley. Our extension of the
Oakley protocol enables, except of standard secret key
agreement by two parties, additionally synchronization
of their clocks in a cryptographically secure way.

This work is supported by the National Science Center (NCN),
under Grant with decision’s number DEC-2011/01/N/ST7/02995

This paper is organized as follows. In Section II
we present the related work and in Section III we
shortly describe the Oakley protocol underlying a
role of cookies for its functionality. In Section IV
we introduce our time refreshment scheme and its
implementation in the Oakley protocol. The analysis
of security and performance of the approach presented
is in Section V, while Sections VI and VII describe
the applications of the new protocol and conclusions.

II. RELATED WORK

In practical solutions [1] timestamps, counter values
and pseudo-random numbers are used as freshness
identifiers. In case of strong freshness, every time
when a synchronization message is being sent, the
sender must disclose his time or another value which
he uses to ensure freshness. It is often undesirable in
networks with open medium (e.g. in Wireless Sen-
sor Networks, WSNs) or in dynamic networks, like
Internet. For example, an attacker knowing time can
compromise a pseudorandom number generator (if the
time value has been used as a seed, what is a frequent
practice). Another case is, e.g., IP Timestamp in Linux
implementations. An attacker knows when a computer
had been restarted last time, so he knows if the restart
occurred after some critical system’s update. Freshness
is so important that many cryptographic protocols
require assurance of this property. A precise definition
of freshness and examples of attacks against it can
be found in [2] where also complexity of checking
freshness for many different scenarios is presented.
Corin in [3] develops and analyses a model for security
protocols that takes time into account. He considers
two aspects of the problem: an influence of time
on messages flow (e.g. timeouts, retransmissions) and
time information within protocol’s messages (e.g., a
timestamp). Next method for analyzing the security
protocols with time aspects is presented in [4]. This
paper analyses real-time properties of security proto-
cols by a Strand Space-based approach.

Another crucial issue connected with time is time
synchronization. Precise time is necessary in many
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areas of our every day life. Besides scientific and engi-
neering applications like synchronous measurements,
all legal and financial transactions, transport, business
and other social activities with distributed resources
demand reliable and accurate time. IEEE provides
standard for precise clock synchronization in [5]. It is
especially important for applications which require the
highest trust level (e.g. electronic documents). Barak
in [6] describes an efficient and fault-tolerant clock
synchronization method. This is especially important
for network communication. The most widespread
time synchronization protocol is NTP (The Network
Time Protocol) [7], however, there are many different
solutions for specific network environments [8], [9].
For example, the paper [10] presents a scheme of
synchronization of a time-of-day clock in nodes of a
local area network. In the paper [11] time synchro-
nization solution for high latency acoustic networks
is introduced. The paper [12] presents a time syn-
chronization approach for large decentralized systems.
Another example, which is the WSN, is a very hostile
environment for communication protocols. It operates
in an open medium and nodes of the network are
hardware-constraint. In such a case there are many
opportunities to attack network services. The time
synchronization service is also prone to the attacks
in this environment. Vulnerabilities of this service in
sensor networks are presented in [13]. Therefore, these
networks especially need secure and very efficient
solutions, such as [14]–[16]. Surveys on time synchro-
nization schemes in the WSNs are presented in [17],
[18].

Protocol which connects freshness with time syn-
chronization, but without actual time disclosure, would
be very interesting and helpful in many applications.

III. THE OAKLEY PROTOCOL

Secure key agreement is a very actual and important
task for network communications. The Oakley key
determination protocol [19] is a generic key agreement
protocol. It is widespread in Internet communication
because it is often included in the IPsec protocol
(more precisely, in the ISAKMP [20]). The goal of
Oakley is establishment of a secret key between two
parties communicating through an insecure channel. It
is based on the Diffie-Hellman key agreement protocol
but it has some additional advantages. The Oakley
protocol is scalable and secure. Its main features are
presented below:
• the protocol offers strong authentication methods

for the parties’ identities;
• before authentication, two parties do not have

to compute the exponentiations shared, so it is
efficient;

• the authentication checks the results of exponen-
tiations assigned to the identities of the parties;

• Oakley allows two parties to negotiate the meth-
ods of: encryption, key derivation and authenti-
cation;

• it allows the two parties to agree a shared secret
without resource demanding public key encryp-
tion;

• several options for the key computation are avail-
able;

• the parties can derive a new key from an existing
one in a few ways, with aid of the Diffie-Hellman
protocol or without;

• Oakley uses cookies to provide a mechanism
which helps avoiding Denial of Service (DoS)
attacks. This will be present it in details in the
next subsection;

• additionally, the parties can define their own or
select the existing mathematical structures for the
Diffie-Hellman protocol;

• the protocol allows two parties to use features,
that are best suited to their needs and capabilities;

As we can see from the above, the Oakley protocol
is very powerful and flexible. However, in spite of
that it fulfills its usual duties, it may be enhanced
with additional functions. Since, as many other popular
cryptographic protocols, it omits strong freshness or
time synchronization service, it can be extended with
these security services.

The Oakley protocol defines two parties: Initiator
and Responder. This is similar to the Client-Server
architecture in messages exchange services. However,
in Oakley the parties provide equal contents in the
key negotiated. The protocol offers many scenarios
of establishing a new secure communication channel;
its versions depend on participants’ preferences and
capabilities. In spite of that the messages exchanged
are different in the protocol’s versions, Oakley includes
several permanent elements. One of those obligatory
elements is a cookie, which will be discussed now as
an essential part of our freshness scheme.

Cookies
The Oakley protocol is protected against some sort

of DoS attacks. This is realized by anti-clogging tokens
called cookies. The cookies are exchanged between the
parties in each version of the protocol as messages’
headers. Since large integer exponentiation is com-
putationally the most expensive step of the protocol,
before the parties start its execution they exchange the
cookies to ensure that they are legitimate and they are
interested in the protocol’s execution. For both parties
the cookies act as participants’ identifiers and they rely
on source addresses.

Another duty of the cookies is keys naming. In
[19] the cookie of Initiator is denoted by CKY -I
and analogously, the cookie of Responder is CKY -
R. A concatenation of these identifiers gives the key’s
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identifier KEY ID. KEY ID is associated with the
key shared by the parties and it is very important in
further keying material usage and regeneration.

The Oakley standard defines several ways of execu-
tions of the protocol. The short one, called aggressive,
needs only three messages exchanges, see [19]. Among
other parameters that are sent in the protocol’s steps,
cookies are included in almost each message.

Cookies are present always in the Oakley’s initial
messages (sometimes they are null values), so calcu-
lation of their values should be quick and easy. Usually
they are 64-bit pseudo-random numbers. They are
connected with remote IP addresses of the protocol’s
users and they must be unique over some period of
time, for each such an IP address. Because of these
requirements, many implementations use the crypto-
graphic hash functions for cookies generation.

In the Oakley protocol, the cookies are connected
with time and freshness, but they do not provide any
direct information about time. In our approach pre-
sented in the next section the cookies will be modified
in such a way that they will retain their uniqueness
property, but they will be additionally equipped with a
fresh time information. As a consequence, the whole
key agreement protocol will be enhanced with a new
service.

IV. TIME REFRESHMENT PROTOCOL

Absolute time synchronization in a large network
is almost impossible to achieve. In protocols which
deploy using synchronized time in parties’ internal
clocks, there is always acceptable tolerance of a local
time from a reference time. Therefore in our protocol
we take into consideration a tolerance parameter. For
security of time synchronization let us assume that the
parties of the protocol share a common secret.
In further considerations we will use the following
notation:
• ‖ is the concatenation of two blocks of bits 1

• tR is the actual Responder’s (or Server’s) time,
assumed to be the reference time;

• n is the time tolerance parameter;
• fn(.) is a function that converts each of the values

x̂ ∈ {tR−n, ..., tR, ..., tR+n} to one value f̂n =
fn(x̂) and which satisfies the following condition:

fn(tR) 6= fn(tR + k) (1)

for all integer k such that |k| > n;
• H(.) is a cryptographic hash function or a MAC

scheme;
• K is the secret key shared by Initiator and Re-

sponder;

1To protect the blocks against concatenation flaws one should
assume fixed sizes of the blocks concatenated;

• IPI is the IP address of Initiator (known to the
both parties).

The protocol starts with sending init message from
Initiator to Responder. After receiving the init mes-
sage, Responder (which keeps the reference time)
computes only:

HR = H(K‖IPI‖n‖fn(tR)), (2)

concatenates it with the time tolerance parameter n
and sends the result to Initiator as a reply. In the next
step, Initiator reads his actual time (tI ). Succeeding,
if

H(K‖IPI‖n‖fn(tI)) 6= HR, (3)

then Initiator decides that his clock is desynchronized
(his time is outside of the set {x−n, ..., x, ..., x+n}).
When the hashes are equal, he decides that his clock
and the Responder’s clock are synchronized with a
precision defined by the parameter n. To come to a
decision only one hash computation is required for
each party. In the above calculations we assumed that
the parties of the protocol shared the common secret
K. To authenticate the messages they merged the se-
cret K with the other parameters being sent. However,
since in many MAC schemes a secret parameter K is
used as the algorithm’s parameter, it is not necessary
to merge K with the messages before the algorithm’s
execution.

Protocol details

An important element of the construction presented
is the function fn(.). It should convert any of
x− n, ..., x, ..., x+ n to one value in such a way that
the property given in (1) is satisfied. The auxiliary
function f̂n(.) can be defined as:

f̂n(x) =


x− r

p
, r ≤ n

x+ p− r

p
, r > n

(4)

where p = 2n+ 1 and r = x mod p.
The purpose of using fn(.) is to obtain the same

value of hash (equal to the hash of the value in the
middle) for all arguments of a given time range, as
it is presented in Fig. 1. As we can see, the reference
time must lie in the middle of the time range. The
function f̂n(.) is piece-wise constant. So, to pass time
tR with tolerance n, we must shift the arguments of
the function f̂n(.) in such a way that the reference
time will lie in the middle of the time range. In order
to achieve this we define the offset parameter ô as:

ô = tR mod p. (5)

To obtain the time freshness information we first
compute

fn(tR) = f̂n(tR − ô) (6)
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Fig. 1: Intervals of constant values of the output of
function fn(.)

Fig. 2: Initial messages of the Oakley protocol with
the time refreshment scheme included

and then the hash value of the concatenation of all the
parameters required:

HR = H(K‖IPI‖n‖ô‖fn(tR)). (7)

In this scheme, we additionally used the parameter ô,
defined above. It is crucial for achievement property
(1) of the function fn(.). This parameter depends
on the actual time (it is obtained dynamically), so
to achieve its integrity we concatenate it with other
parameters and hash them together. Of course, the
receiver of the hash does not know the ô value, so
we must sent it separately. Moreover, if we have not
agreed the tolerance value, we must sent it also with
the hash value.

Implementation in the Oakley protocol

In our proposal hash, tolerance and offset
parameters are included into a cookie of the
Responder. We presented that structure above. Thus,
the cookie looks like this:

CKY −R = HR‖n‖ô. (8)

In common scenarios our solution may be used as
is presented in Fig. 2. The init message is generic for
Oakley. Responder delivers a cookie with other Oak-
ley’s fields. The cookie consists of the hash, tolerance
and offset values. Initiator produces another hash value

from his local time (see Remark 1) and then checks
if the hashes are equal. If they are, then his time is
in a time range of Responder, so Initiator can adjust
his own clock to Responder’s time using the offset
value. Otherwise, Initiator needs to synchronize his
time by an external service (see Remark 2 and Remark
3 below). Note that Initiator knows his own IP address,
but the tolerance and offset parameters are delivered in
the cookie. Remaining steps of execution of the Oakley
protocol are specific for a given scenario.
Remark 1. In our approach we treat transfer delays
as negligible values. If these delays are significant
then Initiator must take them into consideration, so
the time of Initiator obtained by the system function
get time(.), before using a cryptographic hash func-
tion, should be adjusted according to the delays.
Remark 2. Our scheme also allows Initiator to make
an attempt of the ”off-line” time synchronization.
Initiator may be interested in looking for the reference
time by checking probable time values from different
ranges (see e.g. [21]).
Remark 3. We rely on the Oakley protocol in ensuring
integrity of the protocol’s messages. So, when Oakley
fails, the Initiator must not apply any changes in
configuration of his system. We describe this aspect
in Section V.

Execution of the enhanced protocol

Presentation of a complete Oakley’s execution needs
description of several additional elements of the proto-
col. Concatenation operation ‖ and the hash function
H(.) already have been introduced. The rest of nota-
tion follows the Oakley’s specification [19]:
• ID(I), ID(R) denote the identities of Initiator

and Responder;
• EKI

(.) and EKR
(.) are the encryption using

public key of Initiator and Responder;
• EHAO is a list of encryption/hash/authentication

methods choices offered;
• EHAS is a set of three items selected from the

list EHAO (they are the methods for encryp-
tion/hash/authentication accepted);

• T = OK KEYX represents a type of the
message;

• NIDP means that the identities are not en-
crypted;

• NI and NR are the nonces supplied by Initiator
and Responder;

• KIR = H(NI‖NR);
• sKI and sKR are values which are included into

the nonce fields of Initiator and Responder;
• R′ is the identity of Responder in the form of a

plaintext;
• KEY ID = CKY -I‖CKY -R is the name of a

secret key negotiated;
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• sKEY ID denotes the keying material for the key
called KEY ID.

An example of the so-called aggressive version of
the Oakley protocol with private identities and without
Diffie-Hellman protocol is now considered [19]. This
scenario is noteworthy if we need simplicity and high
performance of the protocol. However, the perfect
forward secrecy for the session key is not achieved
in this mode. Exchange of messages in this version
of the protocol is presented in Fig. 3. Let us now

I message R
→ CKY -I , 0, T , 0, 0, EHAO, NIDP , →

ID(R′), EKR′ (ID(I)‖ID(R)‖sKI), NI

← CKY -R, CKY -I , T , 0, 0, EHAS,
NIDP , EKI

(ID(R)‖ID(I)‖sKR), Nr,
H(KIR‖ID(R)‖ID(I)‖NR‖NI‖EHAS)

←

→ CKY -I , CKY -R, T , EHAS, NIDP , →
H(KIR‖ID(I)‖ID(R)‖NI‖NR‖EHAS)

Fig. 3: Execution of the enhanced version of the
Oakley protocol

focus on cookies. The first message contains only
CKY -I (0 in a message denotes a null value). Next,
Responder produces CKY -R in a way presented in
Fig. 2 and sends it within the second message. When
Initiator receives it, he is able to check if his time is
synchronized (with a tolerance n). If it is, then the
time value can be adjusted by ô to the reference time.
Otherwise, in case of a desynchronized clock, Initiator
can detect this and adjust time using some external
time-synchronization protocol, see e.g. [7]–[10].

Sometimes, during communication it is a necessity
to obtain a new key from the old one. It should be
realized in an easy and fast way. Oakley provides us
such a mechanism, called the quick mode. Usually
this operation is performed periodically so it is an
excellent opportunity to synchronize time. However,
in the standard protocol there is no field (like a
cookie) to carry secure time information. Therefore
we must add this short field to some existing mes-
sage. The modified quick mode with a secure time
information is presented in Fig. 4. After quick mode
execution the parties have the new key computed
as H(sKEY ID‖NI‖NR) and, moreover, Initiator is
able to synchronize his clock (in the way presented
in the previous example). The cookie of Responder
is constructed in Eq. (7). Additionally, to authenticate
the cookie, the value of CKY -R is concatenated with
other inputs of the hash function. It is realized in
the second message. The quick mode is very fast, it
requires only sending three messages and the calcula-
tions are also very simple.

I message R
→ KEY ID, NI , H(sKEY ID‖NI) →

← KEY ID,NR,
H(sKEY ID‖1‖NR‖NI‖CKY -R),
CKY -R

←

→ KEY ID, 0, H(sKEY ID‖0‖NI‖NR) →

Fig. 4: The Oakley’s quick mode with a secure time
information

V. ANALYSIS

A cookie is a quite short message. We want to
include hash and two parameters within 64 bits. The
tolerance (n) parameter can be agreed in advance, but
then our scheme becomes less flexible. We save space
in the cookie for a longer hash, but we can not match
the time range. Fixed n may be useful in embedded
systems, but we decide to consider a flexible example
of the scheme.

The approach presented is closely connected with
a cryptographic hash function. The hash function is
a core of our solution, so this element should be
chosen very carefully. It should be widely approved
and secure. The best known general attack against
hashes is the birthday attack, which enables finding
collisions [22] with the lowest computational effort.
For the hash function H(.) we define the collision as
finding two messages m1 and m2 such that:

m1 6= m2 ∧H(m1) = H(m2). (9)

TABLE I: Average number of hash calculations to
obtain a collision with a given probability versus
length of given parameters.

Prob. nl = 1
ol = 2
hl = 61

nl = 2
ol = 3
hl = 59

nl = 5
ol = 6
hl = 53

nl = 7
ol = 8
hl = 49

nl = 9
ol = 10
hl = 45

nl = 15
ol = 16
hl = 33

25% 1.15×109 5.76×108 7.20×107 1.80×107 4.50×106 7.03×104

50% 1.79×109 8.94×108 1.12×108 2.79×107 6.98×106 1.09×105

75% 2.53×109 1.26×109 1.58×108 3.95×107 9.88×106 1.54×105

Of course, the occurrence of collisions is very un-
desirable. In our case a collision is not very interesting
for an attacker, it rather can mislead Initiator. Having
unsynchronized time, he could obtain the same hash,
so he could deduce that his clock is synchronized.
In Table I we present how many (in average) hashes
one must compute to obtain the collision with a given
probability. This estimation depends on the param-
eters’ lengths in a cookie message. In 8 octets we
must place the values of: tolerance, offset and hash.
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Fig. 5: Average number of hash calculations to obtain
a collision with a given probability versus tolerance
field length

So, in the cookie we define fields with fixed size. In
Table I we denote by nl, ol and hl the field lengths
for the tolerance, offset and hash values. The lengths
are expressed in bits. The most important for this
consideration is the length of the tolerance parameter
(nl), because it determines the length of the offset
field (ol) and, as a consequence, the hash length (hl).
Basing on this information and on a communication
profile we can evaluate the length of the field n in a
cookie. Additional visualization of how the tolerance
field length influences the probability of collision is
presented in Fig. 5.

For attacker with ability to eavesdrop and to tamper
messages, a forgery in the time refreshment protocol
is equivalent to breaking the hash function used or
finding the key K. The probability of successful attack

should be close to max(
1

2l
,
1

2l′
), where l and l′ are

security parameters (l is the length of K and l′ is the
length of the hash function output), but an attacker
has no significant gain in collisions’ calculation. The
key K should be at least 112-bits long for medium-
term protection. The tolerance n and the offset ô are
sent as a plaintext, so we must ensure their integrity.
That is realized by concatenating these values with K,
IPI and the value of fn(tR − ô) and by calculating
their hash, see (7). The verification passes when all
these values are correct. However, a malicious attacker
can modify all messages. So, when he decides to
modify any parameter of the Responder’s cookie,
then Initiator states that his clock is desynchronized
(even if it is not true). Initiator on this level cannot
detect a malicious modification. But our scheme is
embedded into the Oakley protocol, which provides
integrity/authentication of messages, so any malicious
modification would be detected in the following steps
of the Oakley protocol.

The scheme presented protects the reference time
even when an attacker compromises the key K. It is

because of the inherent properties of a cryptographic
hash function, which produces the cookie. In this case
the attacker must perform the brute force attack in or-
der to determine the values of parameters hashed. The

TABLE II: Average number of hashes needed to deter-
mine the reference time with a given time resolution
and a given tolerance parameter length

Time n = 2 n = 6 n = 15 n = 40 n = 100 n = 250

16bits 8.2×103 2.7×103 1.1×103 4.1×102 1.6×102 6.5×101

32bits 5.4×108 1.8×108 7.2×107 2.7×107 1.1×107 4.3×106

64bits 2.3×1018 7.7×1017 3.1×1017 1.2×1017 4.6×1016 1.8×1016

time of a successful attack mainly depends on the value
of n. This is because the larger size of parameter n
decreases the size of outputs of the function fn(.) (and,
what it follows, the number of its possible values), so
an attacker has to compute less hashes in average to
break the protocol. The second important factor is the
time resolution. The most popular size of actual time
storing is 32 bits, but 16 bits and 64 bits variables
are used too. Table II presents average numbers of
hashes needed by an attacker to be computed in order
to determine the reference time. We present it with a
fixed time resolution and a fixed value of the tolerance
parameter.

Analyzing Table II and taking into account Table I
we can adjust the parameter n to achieve acceptable
security level for our time refreshment protocol.

The memory, transmission and computational over-
heads of the scheme presented are negligible for In-
ternet applications. Our solution uses a cryptographic
hash function; generally, the most of implementations
of ISAKMP use fast cryptographic hash functions (for
cookies generation) too. We change only the arguments
of this function, which fits (in most cases) to one block
of a hash. Furthermore, modifications are introduced
only in the first phase of the Oakley protocol. For
this reason, the computational overhead due to time
freshness service is negligible.

VI. APPLICATIONS OF THE NEW PROTOCOL

Our scheme ideally fits as a lightweight time re-
freshment protocol. It can be easily integrated into
other existing security protocols. Its main security
requirements are that the parties share the secret key
K and that the protocol provides data integrity. The
last requirement can be achieved by using additional
authentication code for a message. In many protocols
there exist fields for timestamps, which can be used
in such a case. A good example is Optimized Link
State Routing Protocol (OLSR) and its secured version
[23], where the method described could be placed into
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a timestamp message. Other examples of methods,
which can be enhanced with time refreshment are
authentication protocols like [24]–[26], where also
timestamp fields occur.

There are many other applications where assurance
of an actual time is required. One more good example
could be Kerberos Protocol [27], [28], where the
time of a server and the time of clients must be
synchronized. Our scheme can be applied there: when
a client detects that his time is desynchronized, he
should synchronize it with a trusted host (server).
The server does not disclose its time, thus a potential
attacker, even when the secret key is compromised,
knows only that the client’s time is wrong. The pre-
sented proposal of freshness may be used also in
other applications, e.g. position-based nodes selecting
in the WSNs, see [29] or as freshness solution for key-
agreement protocols [30].

VII. CONCLUSIONS

In this paper we proposed a protocol which realizes
time synchronization and data freshness between two
parties. The approach described ideally fits crypto-
graphic or secure communication protocols. Hence we
decided to use the Oakley protocol as an example of
its application. The Oakley protocol can be enhanced
in an easy way, because of cookies contained in
its messages. Moreover, such an extension gives no
significant computational or memory overhead to the
original protocol. Another crucial issue is security. It
strongly depends on a cryptographic hash function
chosen, traffic in the network and the tolerance param-
eter selected. As is shown in the above, appropriate
selection of these factors can give us the expected
security level. All parameters can be set according
to a given key agreement scenario. We can increase
the level of security by agreement of the tolerance
parameter in advance (then the hash value in a cookie
will be longer). The scheme should be composed into a
protocol which provides integrity of messages (as the
Oakley protocol does), otherwise it needs additional
authentication code to protect the hash value and the
protocol’s parameters. As is presented in this paper,
our solution is fast, scalable, secure and it can be
integrated with existing protocols in an easy way.
It can be very useful, especially for secure content
distribution approaches like [30].
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