Random Fields Approach to the Study of DNA Chains
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Abstract. We apply the random field theory to the study of DNA chains which we assume to be trajectories of a stochastic process. We construct statistical potential between nucleotides corresponding to the probabilities of those trajectories that can be obtained from the DNA data base containing millions of sequences. It turns out that this potential has an interpretation in terms of quantities naturally arrived at during the study of evolution of species i.e. probabilities of mutations of codons. Making use of recently performed statistical investigations of DNA we show that this potential has different qualitative properties in coding and noncoding parts of genes. We apply our model to data for various organisms and obtain a good agreement with the results just presented in the literature. We also argue that the coding/noncoding boundaries can corresponds to jumps of the potential.
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1. Introduction

The DNA chains contain the complete genetic information (Yockey, 1992) for construction of a living organism. In general, DNA sequences are strings of the nucleotides A, T, C and G containing as substrings genes which in turn consist of coding (exon) sequences and noncoding (intron) sequences. Since the early 1970s, scientists have attempted to discover some kind of order of hidden structures in DNA, to explore and understand the function of genes, to discriminate coding from noncoding regions, to find translation initiation positions. This was made possible due to the huge progress in experimental methods which allow us to recognize and store hundreds of millions of nucleotide sequences. Therefore many statistical approaches have been developed to study the way information is transmitted in living organisms. On the other hand, the DNA chains can be analyzed from the mechanical point of view and here the important fact is that typically they have a double helix structure. It would be interesting to study the relation between these two approaches.

In this paper we regard the DNA chains as trajectories of some stochastic process generated by a source that can be in fact governed by the biological process
in cells. In this approach a fundamental role is played by the description of the probability measure corresponding to this stochastic process. Then, making use of random field theory, we reconstruct the statistical potential of DNA chain pointing out its relations to concepts recently studied in the literature (mutations, mutual information, information, entropy, pair correlations). It is known that in one dimensional case Markov random fields are equivalent to Markov chains with positive cylinder probabilities (Kemeny et al., 1976). The idea to use in our modeling of DNA Markov random fields rather than Markov chains is based on the fact that in this approach we obtain in a simple way formulas relating potential between nucleotides and probabilities of mutations of codons i.e. quantities very important during the process of evolution of species.

2. Basic Concepts of Random Fields

In this section for completeness we provide basic concepts of the random field theory (Kemeny et al., 1976) making some modifications in order to adopt this theory for description of DNA chains.

Let $T$ be a countable set and let $S$ be a finite state space (for example $S = \{0, 1, \ldots, m\}$). By $\Omega$ we denote the set of all configurations $S^T$, i.e. the set of all sequences $(s_t)_{t \in T}$. A random field can be understood as an association to each sequence $(s_t)_{t \in T}$ its probability $P((s_t)_{t \in T})$ such that $P(\{x_t = i; t \in A\}) > 0$ where $A$ is a finite (nonempty) subset of $T$ and $[x_t = i; t \in A]$ is the set of all sequences with fixed states at positions determined by the set $A$. Now defining the random variables $X_t: \Omega \rightarrow \mathbb{R}$ such $X_t((s_t)_{t \in T}) := s_t$ that we obtain a stochastic process corresponding to this random field with trajectories being elements of $\Omega$. When we try to establish the properties of a source generating the sequences the fundamental question in this framework is how to describe or to introduce this probability to retain the behaviour and properties of the sequences. It turns out that in this case an essential role is played by the concept of Gibbs field. To define the Gibbs field first we introduce the notion of potential.

A potential $U$ on a finite set $T$ is a family $\{U_A; A \subset T\}$ of functions from $\Omega$ to the real numbers $\mathbb{R}$ with the property that $U_A(s) = U_A(s')$ whenever $s_t = s'_t$ for all $t \in A$, and such that $U_{\emptyset} = 0$. The energy $H_U$ of the potential $U$ is given by

$$H_U(s) = \sum_{A \subset T} U_A(s)$$

A finite random field (i.e. $T$ is finite) is a Gibbs field with potential $U$ if

$$P(s) = z^{-1} e^{H_U(s)} \text{ for all } s \in \Omega$$

where $z = \sum_{s \in \Omega} \exp\{H_U(s)\}$ is called the partition function.

The idea to introduce Gibbs field takes its source from statistical mechanics where so called canonical ensembles (the system of particles in thermal equilibrium
with a large system) and grand canonical ensembles (additionally the number of particles can be changed) were described by the formula of the form given in (2) and this formula was derived in a natural way from physical laws (Huang, 1963).

It turned out that in the more general case there is also the possibility to reconstruct the potential having the probabilities $P$ of given sequences generated by the source. The main theorem (below) states (Kemeny et al., 1976) that to each random field $P$ there corresponds a canonical potential $V$ such that $P$ can be interpreted as a Gibbs field constructed by means of this potential.

2.1. THEOREM

Let $(P, \Omega)$ be a finite random field. Then $(P, \Omega)$ is a Gibbs field with canonical potential $V$ defined by $V_{\varnothing} = 0$ and for $A \neq \varnothing$,

$$V_A(s) = \sum_{B \subseteq A} (-1)^{|A|} \ln P(s^B)$$

where $s^B$ is a configuration such that $s_t^B = s_t$ for $t \in B$ and $s_t^B = 0$ otherwise (here $|A|$ means the cardinality of the set $A$). The potential $V$ is normalized which means that $V_A(s) = 0$ if for some $i \in A, s_i = 0$.

Now we adopt this formula to the case when we assume that only some close neighbours have influence on a nucleotide in a sequence. To formalize this we first assume that to each element $t$ of $T$ there corresponds some neighbourhood $\partial t \subseteq T$ such that $t \notin \partial t$, and $t \notin \partial t'$ if and only if $t' \notin \partial t$. Denote $\mathcal{T} = \{t\} \cup \partial t$. The random field $P$ is called a Markov field (with respect to $\partial$) if the following expression for the conditional probabilities holds:

$$P^A_t(s) := P\left(\{s' : s'_t = s_t | s'_k = s_k \text{ for all } k \in A - \{t\}\}\right) = P^A_{\partial t}(s) := P\left(\{s' : s'_t = s_t | s'_k = s_k \text{ for all } k \in \partial t\}\right)$$

whenever $\mathcal{T} \subseteq A \subseteq T$.

This formula means that the probability $P$ that at the position denoted by $t$ in the sequence there is some state $s_t$ (element of the sequence $s$), depends only on states at the positions determined by $\partial t$. It is natural to call a potential $V$ a neighbour potential when $V_A = 0$ for every $A$ such that there exist different elements $a, b \in A$ and $b \notin \partial A$. The family $\varnothing$ of all subsets $C$ of $T$ such that each $b \in \partial a$ whenever $a, b \in C, a \neq b$ is called a clique family.

It turned out that the Markov fields are precisely those for which the corresponding potential is a neighbour potential. In this case the formula (3) is of the following form

$$V_A(s) = \sum_{B \subseteq A} (-1)^{|A|} \ln P^A_T(s^B) \quad \text{for } t \in A \in \varnothing$$

$$= 0 \quad \text{for } A \notin \varnothing$$

(5)
where
\[ P^T_t(s) = z^{-1} \exp \left\{ \sum_{B \subseteq B \subset T} V_B(s) \right\} \] (6)
and \( s^B = s_t \) for \( t \in B \) and \( s^B_t = 0 \) otherwise. Consequently we have
\[ V_A(s) = \sum_{B \subseteq A} (-1)^{|A \setminus B|} \ln P^T_t(s^B) \quad \text{for} \quad t \in A \in \varnothing \]
\[ = 0 \quad \text{for} \quad A \notin \varnothing \] (7)

Now we apply this formalism to the study of DNA chains.

3. Adoption of Random Field Theory to DNA Chains

Since at the current level of experimental investigations we have access to the large data base of DNA chains we are able (after making some assumptions concerning stochastic process describing the creation of this data base) to estimate probabilities of the events needed for the reconstruction of the potential between nucleotides in the DNA chain. On the other hand, we have a lot of statistical investigations of these data (next Section) that we can use to characterize properties of the potential just obtained.

In the case of DNA chains for a given species we shall assume that the length of each chain is finite, i.e. \( T < +\infty \). The state space consists of four elements called nucleotides (formally we should define an appropriate mapping of the symbols into numbers what is extensively elaborated in the case of proteins (Herzel et al., 1998)). The problem is to find an appropriate family of neighbours of a given nucleotide of DNA, i.e. appropriate definition of the relation \( \partial \). During the construction of the Gibbs field in the general model it was assumed that the generic role is played by the sequence \( 0^{T} = (0, 0, \ldots, 0) \). In the case of DNA we assume that the generic sequence \( (g_n)^T_{n=1} \) consists of nucleotides such that for every position \( n \in T \) the frequency of the nucleotide \( g_n \) is the largest in our data base.

Let us assume that the operation \( \partial \) is such that \( \partial 0 = \{1\}, \partial T = \{T - 1\}, \) and
\[ \partial n = \{n - 1, n + 1\} \]
(8)
for every \( n \geq 1 \). Thus any clique set is of the form \( A = \{n - 1, n\} \) or \( \{n\} \), \( n \geq 1 \).

Let \( g = (g_n)^T_{n=1} \) be the generic sequence for a given species.

In this notation we have the following formula for the potential
\[ V_{[n, n+1]}(s) = \sum_{B \subseteq [n, n+1]} (-1)^{|[n, n+1] \setminus B|} \ln P(s^B) = \]
\[ \ln P(s^{n,n+1}) - \ln P(s^n) - \ln P(s^{n+1}) + \ln P(g) = \]
\[ = \ln \frac{P(s^{n,n+1})P(g)}{P(s^n)P(s^{n+1})} \] (9)
From this we find that the potential of the \( n \)-th nucleotide denoted by \( V^{(n)}(s) \) in the configuration \( s \) is

\[
V^{(n)}(s) = V_{[n-1,n]}(s) + V_{[n,n+1]}(s) + V_{[n]}(s) + \ln P(g) = \\
\ln \frac{P(s^{n-1},n)P(g)}{P(s^{n-1})P(s^n)} + \ln \frac{P(s^{n},n+1)P(g)}{P(s^n)P(s^{n+1})} + \ln \frac{P(s^n)}{P(g)} + \ln P(g)
\]

where \( P \) is the probability function corresponding to the stochastic process describing the creation of DNA chains. Observe that here \( s_B^T = (s'_n)^T_{n=1} \) means the sequence of DNA such that \( s'_n := g_n \) for \( n \in T \setminus B \) and \( s'_n := s_n \) for \( n \in B \).

In the next Section we present some concepts that are actually used to describe DNA chains and then we make use of the relations between them and the terms that are used to reconstruct statistical potential.

4. Statistical Tools to Study DNA Chains

Before considering the properties of the potential just obtained we recall briefly some recent results that are related to the problem of reconstruction of this potential. These results concern statistical investigations of DNA with particular attention devoted to discovering differences between exons and introns. Applying these techniques to individual sequences one must make some general assumptions concerning stochastic processes describing the generation of DNA such as stationarity, ergodicity to ensure an appropriate rate of convergence of estimators used. The main issue is finding some area of DNA where the chain exhibits randomness or finding deterministic rules (or more generally correlations) governing the generation of DNA (or its introns and exons areas). In general, randomness means that for any \( n \) the generator produces all sequences with length \( n \) with the same probability. There are many statistical tests which describe ‘typical properties’ of random systems where ‘typical’ in the language of statistics means that the probability of occurrence of the property within a species is large and should increase when we consider longer and longer parts of the sample (chain). So the concept of typical property is a probabilistic counterpart of the concept called in the literature as “trait”. On the other hand, it is known that the reliability of statistical tests increases if the length of the sample is large and such situation occurs in the case of DNA.

Different techniques, such as spectral analysis (Coward, 1997; Voss, 1992), detrended fluctuation analysis (Buldyrev et al., 1995; Buldyrev et al., 1998) fractal structures and random walk analysis (Roman-Roland et al., 1998; Peng et al., 1992; Dreismann and Larhammer, 1993), have been used to determine the information content and the properties of DNA sequences. Recently, the wavelet transform has been proposed as a very powerful technique for analysis of range correlations for DNA sequences (Arneodo et al., 1995; Arneodo et al., 1995; Audit et al., 2002). In most cases long-range correlations were reported to exist in introns, while exons were close to random sequences.
One of the natural measures of randomness is entropy. Recently, to study DNA chains some authors (Farach et al., 1995) applied new algorithms (entropy estimators) with fast convergence rates based on the pattern’s recurrence time (Wyner et al., 1998). These investigations imply that the coding areas are closed to random while the non-coding areas are much more correlated. The results were recently confirmed in the paper by Barral et al., 2000, where the so called nonlinear modeling technique was applied. This approach explores, quantitatively, similarity along the sequence at subchain vicinities of equal subchains of size $d$ (the embedding dimension). This could also suggest that in introns there is a rule coded to define the splice junctions, i.e. the intron/exon boundaries (Farach et al., 1995).

Another measure of statistical dependence recently intensively explored is so called mutual information (Cover and Thomas, 1991; Grosse et al., 2000) which is defined as follows:

$$I(k) = \sum_{i,j=1}^{d} p_{ij}(k) \log_2 \frac{p_{ij}(k)}{p_i p_j} \tag{11}$$

where $p_i$ is the probability of finding the nucleotide $A_i$, $p_{ij}(k)$ is the joint probability of finding the symbol $A_i$ and $k$ letters downstream the symbol $A_j$. $I(k)$ gives the information on the letter $A_j$ knowing the letter $A_i$. The study of this quantity (Grosse et al., 2000; Luo et al., 1998) shows that for most species mutual informations which correspond to interactions within codons, i.e. $I(1)$ and $I(2)$ are much larger in all noncoding regions than in the coding regions what support further arguments concerning stronger statistical independence of generation nucleotides in exon areas as in intron areas.

In the next Sections we show the consequence of these results on the properties of the potential just reconstructed. We start by adoption of the formula (10) to the form corresponding to the probabilities of ‘codons’.

**5. Codons Interpretation of the Statistical Potential**

Since in DNA chains there is complete information concerning construction of proteins of living organisms an important point in the study of the evolution process should be an investigation of influence of mutations of nucleotides in the chains and possibly generation of longer chains with more complex or new structures (Kreitman and Cameron, 1999). Formula (10) shows that the potential $V_A$ can be reconstructed from the probabilities $P$ of configurations $s^B$ which are mutations of the generic chain (for a given species) at positions determined by $B$. On the other hand, it is an interesting fact that these probabilities can be understood as the Shannon information contained in the event that such mutations occur.

It is known that in the process of transferring information from DNA to the creation of proteins the crucial role is played by so called ‘codons’, i.e. triples of consecutive nucleotides of DNA. Now we adopt the formula (10) to the form expressed in terms of probabilities of mutations of codons.
We make use of the following general formula connecting conditional probabilities with probabilities of mutations of the generic chain for a finite random field
\[
\frac{P_T^n(s^A)}{P_T^n(s^{A \cup \{a\}})} = \frac{P(s^A)}{P(s^{A \cup \{a\}})}
\]
(12)
where \(a \in T\) and \(A \subseteq T\) and \(a \notin A\). Applying (12) and then making use of the Markov field property with the neighbour sets defined by (8) and using the definition of conditional probability we have
\[
V_{[n-1,n]}(s) = \ln \frac{P(s^{n-1,n}) P(g)}{P(s^n) P^{N}(g)} = \ln \frac{P(s^{n-1,n}) P^{N}(g)}{P(s^n) P^{N}(s^n)}
\]
(13)
\[
\ln \frac{P(s_{n-1} | s_{n-1} \text{ and } g_{n+1}) P(g_{n} | g_{n-1} \text{ and } g_{n+1})}{P(g_{n} | s_{n-1} \text{ and } g_{n+1}) P(s_{n} | g_{n-1} \text{ and } g_{n+1})}
\]
Applying similar transformations to terms in (10) we find that the potential energy of the \(n\)-th nucleotide in the chain \(s\) is
\[
V^n(s) = \ln \frac{P(s_{n-1} \text{ and } s_{n} \text{ and } g_{n+1}) P(g_{n-1} \text{ and } g_{n} \text{ and } g_{n+1})}{P(s_{n-1} \text{ and } g_{n} \text{ and } g_{n+1}) P(g_{n-1} \text{ and } s_{n} \text{ and } g_{n+1})}
\]
(14)
\[
\ln \frac{P(s_{n} \text{ and } g_{n+1}) P(s_{n+1} \text{ and } g_{n+2})}{P(s_{n} \text{ and } g_{n+2}) P(s_{n+1} \text{ and } g_{n+2})}
\]
\[
\ln \frac{P(g_{n-1} \text{ and } s_{n} \text{ and } g_{n+1})}{P(g_{n-1} \text{ and } g_{n} \text{ and } g_{n+1})} + \ln P(g)
\]
Finally, we obtained the formula of the potential of the \(n\)-th nucleotide in terms of the probabilities of mutations of codons. These expressions can be calculated with high accuracy from DNA data bases.

Observe that when we assume in terms of formula (14) that there is no correlations between nucleotides within codons (or correlations are weak) the probabilities under logarithms factorize (after this terms in numerators and denominators cancel) and we obtain under logarithm quantities that are 1 (or close to one so the logarithms are close to zero) thus the support of these terms to the potential is zero (or is small).
6. Results of Numerical Calculations

We apply the model to real data for various organisms (Table I) making use of nucleotide sequences coming from the EMBL Nucleotide Sequence database maintained by European Bioinformatics Institute. We perform the calculations for Eukaryotes sequences as well as Prokaryotes. For comparison we also present results of application of the model to ‘random’ and ‘bias’ sequences.

To analyze the properties of the potential $V_n(s)$ we calculate, within each set of DNA sequences for a given organism, the value of the first term (we denote this term by $V[n](s)$) on the right hand side of the formula (14). This is due to the difficulty of the calculation of the value of the second term $\ln P(g)$. The term $\ln P(g)$ plays similar role as Grand Canonical Partition Function in statistical physics. It is well known that for most physical statistical models it is not easy to find their partition function. However one can see that in our model the value of the term $\ln P(g)$ is smaller for the random case than for any other one. This follows from the simple observation that the probability of the generic sequence $g$ for a non-random case is larger than for a random one. This implies that the potential $V_n(s)$ of bases in the random area of the DNA sequences is smaller than the potential of bases in non-random area.

Typical graphs of the potential $V[n](s)$ are presented in Figures 1, 2, 3, 4. We consider several interesting cases.
In Figure 1 we present a graph of $V[n](s)$ for the DNA sequence of Eukaryota, Bos Taurus (cow) that consists of two areas: exon and intron. The exon area is between the bases 1-256 while the intron area is between the bases 257-452. One can observe the qualitative difference of the potential within these areas. The variability of the potential in the exon area is essentially smaller. This suggests that the mutations of bases in exon area for Eukaryotes are almost equiprobable whereas in intron parts the probabilities of mutations are more diverse.

We consider the next case of the data in order to compare the exon area of Homo Sapiens with the calculations for random sequences. In Figure 2 one can see similarity of these two examples. Moreover they have close Fano factors, which are for these organisms relatively smaller than for other examples (see Table I). In comparison with the previous Figure the potential in this case is more variable since it was built only on the exon area.

Other examples of the potential for the exon area are presented in Figure 3. Here we show the results of calculations for Gallus gallus (chicken) and Canis familiaris (dog). We can observe that there is a large number of areas for which the potential is constant what is in good agreement with the results presented in previous Figures. Calculations of the Fano factors for these examples confirm small variability of the potential within the exons areas.
Figure 2. The graph of potential $V[n](s)$ calculated for a nucleotide sequence $s$: a) containing only the exon area in the case of Homo sapiens, b) for a random sequence. One can see similarity.
Figure 3. The graph of potential $V[n](s)$ for a typical nucleotide sequence $s$ (exon area) in the case of: a) Gallus gallus (chicken), b) Canis familiaris (dog). We can see that there are large areas where the potential is flat.
Figure 4. The graph of potential $V[n](s)$ for a typical sequence $s$ of bases in the case of: a) Virus (HIV), b) Bacteria (uncultured pig faces bacterium), c) ‘bias’ sequence. Areas where the potential is flat are very short.
We apply our model also to the base sequences coming from Virus and Bacteria. Typical graphs of the potentials for these organisms are presented in Figure 4. For comparison we also include the graph of the potential for ‘bias’ sequences. One can see that the variability of the potential is larger for Virus, whereas for Bacteria the potential $V[n](s)$ has flatter areas. Moreover one can spot similarity between potential for the Bacteria and ‘bias’ case (Figure 4c). These suggest that for the Bacteria the mutations of adjacent bases are more likely than single mutations.

Our conclusions following from the model concerning properties of coding and non-coding areas are in a good agreement with the recent results of other authors. Similarly to the results of these papers our calculations of the potentials (14) show that coding regions are more random. Moreover we also argue that the tolerance of non-coding regions to various mutations is higher than in the coding ones (Buldyrev et al., 1998; Li et al., 1994).

7. Final Remarks

The basic form of DNA is a double helix, consisting of two backbones and a chain of nucleotide pairs inside. Therefore one of the natural way to investigate DNA or peptide chains is a mechanical approach the aim of which is studying (after some assumptions concerning mainly the choice of a model and potential of interactions) typical configurations, solitary-wave solutions (Calladine and Drew, 1992; Lipni-
acki, 1999), base opening (Chen et al., 2000) and generally its dynamics. These considerations allow a better understanding of important processes appearing during the transfer of information from DNA to the creation of proteins since this is connected with a mechanical process of splitting of pairs of nucleotides. On the other hand, at present we have access to large date bases of DNA sequences. Therefore it could be useful to develop a statistical approach and to find a relation between these two approaches; an especially challenging problem is the description of potential of interactions.

In the paper we investigate the model in which the DNA chains are trajectories of some stochastic process. After making some general assumptions concerning the process we reconstruct the potential of nucleotides corresponding to the interactions along the helix. It turns out that this potential depends on the probabilities of mutations in the codons constituting the DNA chain. Now observe that the terms appearing in the sums (10), (14) are small when the correlations between the corresponding nucleotides are small and in general should increase when the correlations between nucleotides increase. This is due to the factorization of probabilities within codons in the case of statistical independence (see remark at the end of the previous section). Thus, following the results of Arneodo et al., 1998; Barral et al., 2000; Buldyrev et al., 1995; Farach et al., 1995; Grosse et al., 2000; Luo et al., 1998; Voss, 1992 we see that the potential in the coding area (being close to random) is smaller then the potential in the non-coding area. This difference of potentials should play an essential role in the process of transcription (particularly when exons are separated from introns to get mRNA). Moreover from the form of the potential obtained it follows that the jump of the potential should be between random and non-random part which coincide with the coding/noncoding boundary of a DNA chain (e. g. Figure 1).

In the paper we present a random field model of DNA with a definition of neighbouring sets leading in a natural way to probabilities of codons. However, it is worth noticing that this approach can be applied to other systems like proteins or more generally polymers. The central point in such constructions is an appropriate definition of clique sets to take into account correlations between units of the system. This seems to be possible due to the intensive statistical investigations of correlations between the units for many systems of interest.
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