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Using strain analysis on high resolution electron microscopy images and finite element modeling of
InGaN quantum well§QWS), it is shown that the In composition changes inside the layers can be
accurately determined. The analyzed samples were nominally grown with 15%-17% In
composition by molecular beam or metalorganic vapor phase epitaxy. Inside these QWs, the In
composition is not homogeneous. Finite element modeling strongly suggests that the measured
strain corresponds most probably to InN clusters whose size depends on the growth method.
© 2002 American Institute of Physic§DOI: 10.1063/1.1473666

I. INTRODUCTION be used to investigate the structure at nanometer scale. Using
pattern recognition on cross-section HREM images taken in
The last ten years have brought about a large develog1120] zone axis, Kisielowski, Liliental Weber, and
GaN based multilayersthe active region of these devices is jnside GaN/InGa,_,N/GaN heterostructures. More recently,
made of InGaN/GaN quantum weliQWs). Their high lu- — Gerthsenet al’® analyzed lattice fringe images obtained
minescence in comparison to GaAs based devices is in coRyoge 10110107 zone axis; they pointed out that the In may
trast with thl%: hugze densities of defects present inside thge nresent in clusters of 3—5 nm lateral size with concentra-
layers (167 1%cm™2). The first observations attributed this tion up to 70%—80% inside layers of 10%-20% nominal
performance to the presence of In rich nanometer iS""‘”d%omposition.
which behave like quantum dO%_STh'S was In agreement In the following, we present a comparative study of met-
with theoretical calculations, which predicted that InN a”dalorganic chemical vapor depositiéMOCVD) and molecu-
GaN arge not miscible for typical growth tempgratures aroungyr peam epitaxy(MBE) InGaN quantum wells grown with
800°C” Subsequently, a number of experimental reportssimijar nominal In compositioifil5%—17%. By a combina-
have shown that phase separation occurs during gfoorth tion of finite element analysis and strain measurements, it
annealing of InGaN layersThese results appear to agree has pheen possible to show that in both types of samples,
with the optical measurements, which showed strong localgomposition fluctuations of In take place. Scaling the strains
ization effects that exist even for very low In contérih as iy homogeneous composition by finite element analysis, it is
low as 1%-2% In quantum wells, such studies indicate thaghown that, for MOCVD samples, the clusters are slightly
whose  size , may  increase with  subsequent 4004 inside the clusters. In the MBE layers, highest strains
concentration$?® In parallel, a number of other behaviors (>0.05 are measured in the middle of the QWs, but the In
have been reported for InGaN alloys such as the incorporatyctuations are shown to take place at a smaller scale. A
tion of In up tox=0.8 in GaN/InGa, (N/GaN double het-  detajled finite element analysis of the possible three-
erostructures or multiple types of ordering along [B80Y  dimensional structure of indium distribution allows to con-
direction”™" These reports suggest that the InGaN system ig|ude that, in both types of samples, clustering into pure InN
complex and that the nature of the high efficiency emitter incannot be excluded.
this system may not yet have been completely identified. To

this end, high-resolution electron microscoffREM) can
Il. EXPERIMENTAL PROCEDURE

aAuthor to whom correspondence should be addressed; electronic mail: ~ 1Ne inveStigatFj'd temary layers Wer_e'xmﬁfo QWs
ruterana@ismra.fr MBE or MOCVD with a nominal composition of 15%—17%
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1.0 ! E As will be shown on the experimental images, these features
i ' T can be used to estimate the sample thickness and this was
0.3 5 @ ] 1102 found to be useful in modeling the strain field
: 5, ; 1100* ound to be useful in modeling the strain fields.
. / 100

‘,5,‘ % )“1 ——1102* Images were recorded on negative films and digitized by
P " ;/N E ——1101* sampling of 36 pixel/nm and 8 bits dynamics. Processed im-
¥ Tt N 0002 ages had typically 20482048 or 409€& 2048 pixel size; the
‘ i ' ; ——0000 analyzed areas were about660 nm. Analysis of images of
T*OOOE large crystal areas helps us to visualize the long-range thick-

Intensity (x 0.4%)

i ness variation; thus we are able to chose areas of homoge-
,5 30 _ (@) neous contrast and thickness below 10 nm for analysis. The
Jo (#1102 thickness(t) estimation was based on the position of ob-
,'Q «1101 served zone in relation with the thickness fringes which are
E"‘%,, 1100 known with an accuracy aAt=5 nm.
o p 1ioi_ Processing of experimental images was performed using
i&; « 1101 routines written in analytical language for images of Optimas
e . ; *le 0002 graphical environmerlf For noise reduction, we used
120 = i x‘/ o |- 0002 Wiener filtering and localization of intensity maxima by 4
180" A<7 /\_:‘3?53 (b) parabolas as described by Rosenaeieal!’ The reference

Thickness [nm]

lattice with unit celld(0002)* d(1010) was determined in

- GaN area and extrapolated to the quantum well region. Next,
FIG. 1. Beam prgfiles for GaN along th&120] zone axis(a) Intensity,(b) the discreet displacement field componeg(ix,z) parallel to
phases are refative to the 0000 beam. the growth directiorx was calculated as the difference be-
tween the corresponding reference and deformed lattice

guantum wells and 2.4 nm for a set of three MOCVD quan-9rowth direction were obtained as the derivativeg,
tum wells. =duy/dx as described in Ref. 18. In a bulk multilayer
The cross-section transmission electron microscopy@MPple.ex, can be related to local In composition within the

(TEM) samples were prepared along {hHEO] zone axis. Vegard law approximation
They were mechanically polished down to 1066 and then
dimpled to 10um. For electron transparency, ion milling
was used at 5 kV and 15° incidence, with the sample holder
kept at liquid nitrogen in order to minimize the ion beam ClnxGal—xN:CGa'\(1+EXX)' @
damage; it has been known for a long time that In containing

materials are beam sensiti¥eHigh-resolution transmission WheréCean=0.5185 nm,C;,y=0.527 nm. _
electron microscopyHRTEM) was carried out on a Topcon In a TEM cross-section thin foil of pseudomorphic mul-

002B microscope operating at 200 KV with point resolutiont”ayers' the lattice para.meters of Fhe indi\{idual layers de.—
of 0.18 nm. pend on GaN/InGaN thickness ratio, elastic constants, foil

normal, and the foil thickness.
IIl. APPROACH TO THE LOCAL IN COMPOSITION . In recent similar studié$ pnly.the two limits of the thin
DETERMINATION foil and bulk sample appr_quatlons were used to calculatg
the error bars for composition evaluation. We can reduce this
As the lattice parameter of InN is larger than that of error by modeling the real sample geometry. In a typical
GaN, the layers are grown in pseudomorphic regime belovéxperiment geometry, the surface norngaldirection and
the pritical thickness, therefore the !attice parameigtay i; the electron beam are parallel to t[ﬂalfO] zone axis, the
strained to equagay, and thecngan is expanded depending growih directionx is parallel to[0001). The TEM thin foil
on the In composition and elastic constants. This d'Stort'orbrepared for cross section observation undergoes partial
along the growth direction can be precisely extracted ffonyain relaxation: the pseudomorphically strained InGaN
HREM micrographs by image processing.. _ layer relaxes in thg direction; the strain and stress state are
For this analysis, the HREM observations were carriedyqgified as compared to the bulk material. The surface of
out along thg 1120] GaN zone axis and 0001, 0002, 0004, the thin foil and the lattice planes are curved. For these GaN
1011, and 1 D2 beams were used to form the images. As carand InGaN layers, the deformation is not pseudomorphic: the
be seen on the intensity and phase profifeg. 1) of GaN, lattice parameters of GaN layer are expanded inytdeec-
unlike AIN in which the weak phase object approximationtion and shortened in thedirection, therefore the measured
holds until more than 10 nm thickneSsthe image contrast expansion of the lattice parameters of InGaN is smaller than
is very sensitive to variation of foil thickness. There is a firstbefore thinning. This type of thin foil relaxation was previ-
maximum of the diffracted beams close to 5 nm, then, untilously investigated by Treacy and Gib$drfor a GaAs/
12 nm, the 000 beam almost keeps the same intensitgalnAs superlattice an01] foil normal using Fourier se-
whereas that of the other beams decrefBis 1(a)]. Above  ries methods. In their finite element study of InGaAs,
15 nm, the intensity of the transmitted beam drops stronglyTillmann, Lentzen, and Rosenféfdused the lattice mis-

Cin,Ga, ,N= Ccant Xin(Cinn— Cgan)
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match and the thermal expansion coefficients to induce thABLE I. Lattice parameters and elastic constants used for calculation after
strain, and, by heating the heterostructure with steps of 1 K3ef- 26-
they generated the desired configuration. GaN —
In the present approach, we calculate the strain distribu
tion in anxy section of the TEM sample, a projection along i((ﬁ)) g-igg g;g
they direction leads to averaged profiles of the strain which (GPa ' :

: , 374.20 223.00
are directly comparable to the data extracted from experi-  ¢12 141.40 115.00
mental HREM image$® This two-dimensional2D) finite c13 98.10 92.00
element(FE) calculation uses a Taylor's FEAP program, c33 388.60 224.00

ca4 98.30 48.00

which was modified to take into account the finite
deformatior’® The formalism of the finite deformation
(where the calculation distinguishes precisely the initial and

final configurations is suitable for a proper description of ferent indium composition were calculated using the Veg-
highly strained heterostructures in which a deformation of;rq's Jaw on the values of InN and GaNable ).

several percent takes place. Due to the high deformation lev-  From FE calculation, the 2D distortion distribution is
els, an important role is played by the elastic nonlinearity;exiracted and Fig. (@) shows the contour maps ef, com-

we applied the anisotropic hyperelastic model that uses hargsonent in thexy plane obtained for a foil thickness
ening for the compression and softening for the exten&lon. — 10 nm. For a direct comparison with HREM images, av-
This asymmetry in the behavior of the material correspondgyaging ofe,, was performed. In these one-dimensional pro-
to experimental observations and to atomistic simulationgjies|[Fig. 2(b)], it can be seen that the deformation occurs in
based on interatomic potentidfsOur numerical procedure |nGaN as well as in GaN layers. This expansion results in a
allows us to impose stress free lattice deformation at eacRgntraction in thex direction which can be seen in Fig(?

node. This initial deformation was calculated using the relayypere thee, (x) values are negative close to the interface. In
tionship between lattice parameters of the relaxed materials.

For nodes corresponding to GaN,,=0 and €,,=0,
whereas for InGaN nodes, the following deformation was (a)
attributed: 10.0:

€xx= (Cingan— Ccan)/Caan

and

0.03%
€yy=(Ancan— acan)/Acan-

The calculation is carried out in they plane; however, it is
necessary to take into account additional deformations along
the z direction. In this direction, the lattice of the GaN and
InGaN are coherent with common lattice parameder
which depends on the layers’ relative thicknéggeometry,
chemical composition and elastic constants. We consider that Yl ahe Do

' . 0 |

0010 0020 nojo  oodn  ooso
1

1

in a relaxed sample, the volume is close to that of the corre-

sponding bulk with the same number of unit cells. So, the ....E.‘

- -t

additional equilibrium equation for stresses in thdirection L i Lz : L
is introduced into the algorithm to obtain a realistic value of 0.050- : J
thea,: [so,4{x,y)=0 (Sdenotes the area & cross section 0.045 % riirets S 1
of the samplg The final position of the nodes is calculated sl I siniainiaiale ".!::g:::-:af | PR
using a newly developed element in the FEAP program and 3‘22: 4 b ]----e5m
the Newton—Raphson method was used to solve the equilib- ojoes- ' | —e—10 nm
rium equations. This nine-node biquadratic element for pla- 0020 Agxx o —+—20 nm
nar stress calculation uses logarithmic stress—strain relation ¢ % g p4s  § =0
in this case of anisotropic hexagonal materfals. eot0d ¢ p

All calculations were performed for abrupt interfaces be- 0.005 {
tween the GaN and [Ga, N layers. We have investigated 0.000 5 i
two types of geometriesi) G1 (L1=10 nm of GaN,L2 4000515;5::5;:;“! iL};ii!fg::;m;
=5 nm of InGaN, foil thickness {=1-50 nm) and compo- -0.010 : i
sition (x=0.05-0.6).(ii) For the MOCVD sample, the ge-  (b) ' X

ometryG2 was used: the thick layer of Gall@=50 nm) is
followed by three layers of InGaNL(L=4 nm) separated by FIG. 2. (a) Calculatede,,(x,y) distribution after stress relaxation for In

_ _ - concentration %l& 30,t=10 nm,L1=10 nm,L2=20 nm. (b) Profiles of
a GaN spacet.2=8nm andL3=10nm thick cap layer. e,«(X) obtained by averaging of,,(x,y) along they direction for 30% of

Th?s geometry cqrrequnds exactly to ex'perimental Config'urndium concentration ant=5, 10, 15, 30 nm. All values are expressed with
ration of the studied epilayers. The elastic constants for difthe relaxed GaN lattice as reference.
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ﬂl) , FIG. 4. HRTEM image of three INnGakMOCVD) QWs along the[llEO]
760 | zone axis. The black frame shows the composition evaluation area.
740 .\*
the InGa _,N layer is more strained and for equivalent
8 composition of indium and foil thicknesse,, is higher. In
g ' the range of 3—20 nm the indium concentration can be ex-
3 pressed as in the case GfL geometry:xx;,=Ag,A €. FOr
< example, fot=7 nmAg; =720 andAg,= 650 which means
that for the same measured distortion the In concentration
will be higher inG1 geometry. The total InN content in the
4 ternary layer, in units of INN monolayers inside QW, can be
st | 39 determined by integration of experimental maps of indium

t fnm] concentrationX,(x,z) along thex axis. And, if the criteria

FIG. 3. (8) A€y vs In composition for layer different geometrid®) A
parameter X;,=AA¢€,,) in function of foil thickness.

the FE calculations, the perfect GaN lattice is taken as the M
reference. On HREM images of QWSs, the deformed GaN &
lattice near the ternary layer is used as the reference, and the &=
measured distortion in &g N layer corresponds td e, i
shown by arrow in Fig. @). The next step is to calculate a
set of Ae,, for different foil thickness and In concentration
in the ternary layer and compare them to experimentally
measured\ eg". In this way, the composition can be deter-
mined. For example, the calculatad,, values for different
thickness and composition for geomet®1 are drawn in
Fig. 3(@). As we can see, for a given foil thickness, the in-
dium concentration is linear in function dfe,, and can be
expressed ax,=Ag1A €. A depends on the foil thickness
t as shown in Fig. @). The error bars on composition evalu-
ation depend mainly on the accuracy in foil thickness deter-
mination. For example, for a foil thickness between 5 and 10
nm, and a measurelle,, is 0.08, the indium concentration
of In,Ga _4N is 55%—-60%[as shown by arrows in Fig.
3@].

This is a substantial improvement to using the thin/bulk
limits, where the error bar id,% In=20 (44%—-65% as
shown by dashed arrowd=rom Fig. 3b), the most favorable

range of foil thickness is between 0 and 5 nm and above thelG. 5. Result of In cc_)mposi_tion evalqation inside the fram_e of Figay._
20 nm where the variation o& versust is slow. Gray Ie\_/el coded In d_|str|but|0n superlmposed on HRTEMllfnage. Vertl_cal
. . . and horizontal black lines show the grid used for composition evaluation.
Similar scaling curves can be obtained for geom&8; () surface plot in perspective view. Numbers help for correspondence be-

which correspond to the MOCVD sample. Gl geometry, tween(a and(b).
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FIG. 7. (a) Strain map from the frame of Fig. 6 nonhomogeneous In distri-
bution is clearly visible(b) Surface plot in perspective view and calculated
In composition.

FIG. 6. HRTEM images of two InGaKMBE) QWs along thé 1120] zone

axis. doublets or triplets in the imaggrojection as can be seen

for clusters 2, 3, 5, 8, 13. In the evaluated area, the foil

thickness is larger than the size of clusters and the doublet
for determination of QW thickness are sfdr example, with  image is due to superimposed isolated clusters. The maxi-
at 20% of max In concentratipthe average In concentration mum concentration of indium in cluster centers varies from

can be obtaineda= X/W (W width of InGaN layey. 18 to 30. For the cluster marked 2, the measured In compo-

sition is 45%, in contrast, cluster 4 has a lower In concentra-
IV. EXPERIMENTAL RESULTS tion because it is probably not completely embedded in the
A. MOCVD samples foil [Fig. S(b)].

A typical high-resolution image of a thin area used for
composition evaluation is shown in Fig. 4. There are thre
QWs in this image. The whole image was processed, b
only part of the area in the frame is suitable for quantitative  High-resolution images obtained for the MBE sample
evaluation. In this frame we have relatively slow rise of have a more homogeneous contrast inside the InGaN QW in
thickness for the two InGaN layers marked 1 and 2. In thecomparison to evaluated areas of MOCVD samples indepen-
neighborhood of the upper InGaN layer a large change imently of the foil thicknesgFig. 6). The evaluated zone cor-
thickness is present, so it is not usable for quantitative evaluresponds to the areas in the frame, its thickness is below 10
ation. The strain distributiofFig. 5) clearly shows maxima nm and no visible difference in mean contrast is observed
that can be attributed to indium reach clusters as suggestduktween the InGaN layer and GaN spacer. For larger thick-
by Gerthseret al}*As seen in Fig. &), In segregation has a ness, the position of InGaN layers starts to be clearly visible.
lateral size of about 2.5—3.5 nm and a height of about 2 nm.  From composition evaluation, the In distribution is more
The thickness of the zone shown in Fig. 4 is estimated to be homogeneous in comparison to the MOCVD analyzed
between 5 and 10 nm, so the indium composition was calcusample(Fig. 7). Fluctuations of In are present, and the aver-
lated for a foil thickness=7.5 nm (A=650). This induces aged peaks of concentration have higher values, 27.5% as
an error on the calculated indium concentrationzdt.5%. compared to 24.1%, of the MOCVD sample. The peaks have
Sometimes, clusters are very close to each other forminghore homogeneous values with smaller standard deviation

. MBE samples
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TABLE |l. Statistics of the In concentration peaks in the uniform composi-
tion approximation.

MOCVD MBE
Average peak conceri®o In) 24.1 27.5
Standard dev% In) 6.7 3.9
Max peak valug% In) 44 40
Min peak value(% In) 17 24
Average min between peak%o In) 13.6 22.2
Average amplitude ofA In conc min/max 0.56 0.81

3.9 (6.7 MOCVD). In the MOCVD sample, the concentra-
tion between peak drops to 13.6%, which is at least a half of
maximal valueqTable lI).

The profiles obtained by vertical averaging of In distri-
bution from Fig. 7 are different between the lay¢Fg.
8(a)]. The maximum concentrations are, respectively, 27%,
23%, and 25%. The total In content obtained by integration
of the profiles along the growth direction is, respectively,
1.85, 1.55, 1.85 equivalent monolayers of Ifffg. 8b)]. By
taking 1k as the mean well width, the average In concen-
trations are: 16%, 13.5%, 16% for the three quantum wells,

3
.00

o~ N
Cluster diameter ( nm)

0.08

0.074¢

0.06 i

0.054

1.20

0.40

Ruterana et al.

which is close to the nominal value of 15%.

0.30 i i 1 1 1
a
025+—1% /A\ 2 3 (@)
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FIG. 8. (a) Profile of In concentration obtained by vertical averaging of In
distribution from Fig. Tb). (b) Determination of total In content by integra-

o v TrrrrrrrriIr s LB | rrrrrrrrrrr
1520 25 30 35 40 45 50 55 60 65 70 75 80 85 90 95100
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0.031, iy
0.80

0.02 0.50
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“ 2 S 8 pos Indium fraction

. L4 <

Cluster diameter ( nm) c (b) I

FIG. 9. (a) Calculated strain for one In rich cluster: nodes and geometry
used for FE modeling of the cluster and average strain in function of the
cluster diameter and compositiofh) Modeling of the MBE sample with
two indium rich clusters: model geometry of the two In rich clusters and the
average strain vs the cluster diameter and composition.

V. INDIUM CLUSTERING

The above discussion and interpretation of the composi-
tion of the layers has been carried out in the approximation
of uniform In composition in the quantum wells. The mea-
surements have demonstrated that this is not the case. Now
one can look at the data in terms of clusters and try to deter-
mine the composition and size of each of them. As can be
seen on the maps of the MOCVD quantum wells above,
clusters are mainly separated and one can measure distances
close to 5 nm between them. The size of each cluster appears
to be 3 nm wide and 2 nm high. It is then possible to go back
to the finite element modeling and take an average composi-
tion of 16% indium inside the three nm QWs. With the above
geometry, it is probable to have only one cluster inside a
7-nm-thick foil, and we can locate it in the middle for the
calculation of the projected strain profile. In Fig(ap is
shown the geometryl spherical clustgrfor the calculation
and the strail\ €, in function of In composition and cluster
diameter. As can be see, it will only be possible to measure
Ae,, of 0.05 for a pure 2.8 nm InN cluster imbedded in a
much lower indium matrix from the intended nominal 16%
In QW.

In the case of the MBE quantum wells, the maximum
value measured fok e,, is also close to 0.05. However, the

tion of curve(a); the averaged indium concentration was calculated for 11.5peakS of maximum deformation are rather close, and the size
¢ wide QWs.
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and 2 nm in width. The average distance between them isliminate most of the amorphous surface layers on the TEM
about 3 nm. Using this input for a 7-nm-thick foil for TEM, samples. For such investigations, three beam images, which
it is possible to image two clusters in projection as seen irmask the effects of thickness fluctuation and allow the use of
Fig. 9Ab); the resultingA €, is 0.052 for two clusters of 1.6 thicker areas, are not a good way for monitoring the evalu-

nm diameter. ated areas, nor for separating individual clusters. In this in-
vestigation, it is clearly shown that both growth methods
VI. DISCUSSION lead to the formation of In rich clusters, which are smaller in

The recent quantitative studies tended to show that inMBE’ layers.

dium composition fluctuation does occur independently of
the growth method; of course most of the work has beeRCKNOWLEDGMENTS

carried out on MOCVD samples. In their report, Kisielowski This work is supported by the EU under Contract No
2 i :
and co-workerd? analyzed Nichia layers and demonstrateqHPRN_CT_1999_00040 and the MENRT under “Action Inci-

that indium rich clusters could be as small as 1-2 nm N6 Nanotechnologie: Boquani.” Part of the FE calcula-
lateral extension inside dnGaeN quantum wells. HOW- jons have heen supported by the State Committee for Scien-
ever, no typical In composition inside the clusters could betific ResearchKBN) under Grant No. 7 TO7A 004 16. M.A.
provided. In their strain analysis, Gerthsatral 1° also inves- di Forte Poisson from Thales Group, N. Grandjean, J. Mas-
tigated MOCVD samples using lattice fringe HREM images e and B. Damilano from CRHEA are gratefully acknowl-
recorded close tp1010] zone axis. They determined the In edged for their continuous interest in the authors’ work and
composition within the thin/thick foil approximation and for providing them with the InGaN layers.
pointed out that the In may be present in clusters of 3-5 nm
with concentration up to 70%—-80% in layers of 10%—20%
nominal composition. 1997,
Above, we have presented a comparative study of2v. Narukawa, Y. Kawakami, M. Funato, S. Fujita, S. Fujita, and S. Naka-
MOCVD and MBE InGaN quantum wells grown with simi- _mura, Appl. Phys. Lett70, 681(1997.

. . N 3 H
lar nominal composition 15%—17%. Carrying out the obser- - Ho and G. B. Stringhellow, Appl. Phys. Lefi9, 2201(1996.
R. Singh, D. Dappalapudi, T. D. Maussakas, and L. T. Romano, Appl.

vations along the[llEO] has allowed us to have smaller phys. Lett.70, 1089(1997.
windows of sample thickness. The finite element modeling®M. D. Mceluskey, L. T. Romano, B. S. Krusar, D. P. Baur, and W. M.
of the real sample geometry has shown that the measureglohsan Appl. Phys. Lett2, 1730(1998.

trai lead to det . the | | it ithi S. F. Chichilu, K. Wada, J. Miillhaser, O. Brandt, K. H. Ploog, T. Mi-
strain can lead to determining the local composiion within zutani, A. Setoguchi, Rnakai, M. Sugigama, H. Nakamichi, K. Kori, T.

2.5% accuracy. However, this analysis was carried out in the Deguchi, T. Sota, and S. Nakamura, Appl. Phys. L28.1971(2000.
approximation of homogeneous In composition and peak7H. C.Yang, P. F. Kuo, Y. Y. Lin, Y. F. Chen, K. H. Chen, L. C. Chen, and

e e AT J. |. Chyi, Appl. Phys. Lett76, 3712(2000.
cpmposnmns inside In CI.USterS were found to "bQS_A) n 8H. 0. O’'Donnell, R. W. Martin, and G. P. Middleton, Phys. Rev. L8,
side MOCVD and~30% in MBE samples, respectively. By 37 (1999,

taking into account the clusters’ average size, distance anép. Ruterana, G. Nouet, W. Van der Stricht, I. Moerman, and L. Considine,

TEM sample thickness, we then show that the homogeneousApp!- Phys. Lett.72, 1742(1998.

s 11 .
In composition model for the quantum wells leads to an un- (Dl'gggppa'apu‘j" S:N. Basu, and T. D. Moustakas, J. Appl. PBs383

derestimation Of' the cluster compo;itiqn. In MO.CV'D M. K. Behbehani, E. L. Piner, S. X. Liu, N. A. EI-Masry, and S. M. Bedair,
samples, the strain comes from the projection of one indium B, 75, 2202(1999.
rich cluster, whereas for MBE samples, there is a high prob=’C- Kisielowski, Z. Liliental Weber, and S. Nakamura, Jpn. J. Appl. Phys.,

- . . Part 136, 6932(1997.
ability that more than one cluster is always projected. ThQ3D. Gerthsen, E. Hahn, B. Neubauer, A. Rosenauer, O’ 1§dloHeuken,

corresponding modeling of imbedded pure InN clusters leads ang A. Rizzi, Phys. Status Solidi 277, 145 (2000.
to theoretical strains in agreement with the measured ones. tN. G. Chew and A. G. Cullis, Ultramicrosco®s, 175 (1987.

is, therefore, most probable that in both types of sampleész-g‘gléG'aiSheﬂ A. E. C. Spargo, and D. J. Smith, Ultramicroscfyl17

indium may segregate_ in thEt form of InN clusters that areleOptimas 6.5 User Guide and Technical Referefigledia Cybernetics,

1-1.6 and 2-3 nntheight, width in MBE and MOCVD, 1999.

respectively. 7A. Rosenauer, T. Remmele, D. Gerthsen, K. Ullmann, and A. Foster, Optik
(Stuttgary 105, 99 (1997).

183, Kret, P. Ruterana, A. Rosenauer, and D. Gerthsen, Phys. Status Solidi
227, 247 (2000.

: : : 19M. M. J. Treacy and J. M. Gibson, J. Vac. Sci. Techno#,B458(1986.
In summary, it has been possible to improve the accuzoK. Tillmann, M. Lentzen, and R. Rosenfeld, Ultramicrosco®y, 111

racy of quantitative measurements of composition fluctuation 549

inside InGaN ultrathin layers. It is pointed out that the main?'0. C. Zienkiewicz and R. J. Taylofhe Finite Element Methodith ed.
problem in HREM investigations is the projection of the data, ,(McGraw—Hill, London, 1982 _ _

along the observation direction. Therefore, a reliable recon- m;eAs'(\/Cv:;deﬁéyvoyz;:—éniggg inite Element Analysis of Solid and Struc-
struction of the three-dimensional configuration will need t023p pyjzewski and G. Maciejewski, Int. J. Plasticitgubmitted

use very thin section-5 nm and probably carry out ob- 24J. E. Sinclair, P. C. Gehlen, R. G. Hoagland, and J. P. Hirth, J. Appl. Phys.

servations along two zone axgsl{20],[1010]). This will 25‘;9';323%137%' Elast60, 119 (2000

be pOSSibl(.i' using the procgdure of chemic_al etching prosg R Reeber and K. Wang, MRS Internet J. Nitride Semicond. Re3.
posed earlier by Kisielowski and co-work&sn order to (2002.

1S. Nakamura and G. FazoThe Blue Laser DiodgSpringer, Berlin,

VIl. CONCLUSION

PROOF COPY 006212JAP



