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Streszczenie. W pracy omoéwione zostaly niestosowane w praktyce metody catkowania
rownah rozniczkowych ruchu. Sa one niezwykle skuteczne numerycznie oraz maja
korzystniejsze wlasnosci od powszechnie stosowanej metody Newmarka czy metody
roznic centralnych. Niestety, poza miejscem w publikacjach samych tworcow nie weszly
do szerszych zastosowan. Metody Bossaka, Parka-Housnera, Hilbera-Hughesa-Taylora,
elementdw czasoprzestrzennych, przedstawione w niniejszej pracy, moga by¢
bezposrednio zastosowane w komercyjnych pakietach obliczeniowych bez istotnych
modyfikacji.

1. Introduction

Time integration methods for several of years were intensively investigated. In hundreds of
publications both new methods and their properties were broadly described. Unfortunately
nowadays in the engineering practice only few of them are in regular use. Usualy the
selection is done taking into account the accessibility of procedures rather than numerical
quality. Newmark method and the central difference method are employed in almost totality
of structural dynamic analysis problems. The simplicity is agreat advantage of these methods.
However, aternative computational schemes are not more complicated. They enable the user
awiderange of useful propertiesinstead.

The decision: implicit or explicit methods, depends on the problem to be solved.
Refined spatial mesh decreases the approximation error and strongly increases the
computational time, because of both the total number of degrees of freedom increase and the
time step decrease involved by the stability criterion. However, experiences in the practical
use of time integration methods are low. Some properties of the methods are described in the
academic literature. The Wilson method is too dissipative in lower modes. It requires a time
step smaller than needed for required accuracy. The Houbolt method is even more dissipative
than the Wilson method. It has no parameter to control this property. The damping is
controlled in practice by the time step value.



In the opinion of the author, the best time integration method should has the following
features:
= should be unconditionally stable,
= should have the numerical dissipation controlled by a parameter (in a particular case
should have no dissipation),
= the numerical dissipation should affect higher modes; lover modes should not be affected,
= numerical effort should be low enough, comparing with explicit methods,
= should permit computations of non-inertia structures with the motion forced
kinematically.

Thelast point of the above list concerns for example crashworthiness problems.

In the paper we recall some efficient schemes, rarely used, with interesting non-
classical features. The algorithms which perform computations in practice are as simple asin
commonly applied methods and can be alternatively introduced to computational codes.

The following features are important in practical use:
= computational cost,
= accuracy (phase error),
= stability,
= damping of high and low frequencies,
= scheme of the propagation of information (important in wave problems),
= type of inertia matrices, fundamental for finite displacements and rotations.

Below we discuss the following methods:
= implicit methods: Newmark, Bossak, Hilber-Hughes-Taylor, space-time element method,
= semi-implicit methods: Park-Housner, Trujillo.

The scheme of numerical methods applied to structural dynamicsis depicted in Fig. 1.
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Fig. 1. Numerical methods employed in structural dynamics.




Although discrete methods are broadly applied to structural dynamics, the qualitative progress

has not been made for several recent years. The following questions are still open.

= Parabolic type of the solution of the hyperbolic differential equation; numerical velocity of
the information flow is higher than the physical wave speed.

= |nertia matrix does not result in accurate period of vibration, especidly if applied to finite
rotations.

= Spurious oscillations in fine meshes are hardly eliminated.

That is why so many methods have been elaborated, with the hope to improve at least one of
the mentioned features.

2. The Newmar k method

The Newmark method [1], well known and commonly applied in computations, is presented
here since it is a particular case of the methods described in successive paragraphs. The force
equilibrium is determined in t1. Three equations (Tab. 1) alow to determine the
displacement vector by solving the system of equations. Complementary computations are
carried out to determine velocity and acceleration vector.

Table 1. The Newmark scheme.

» U =Upthv,+h2(1/2-B)a,+h2Ban1
= Vi =Vpth(1-y)ap+hyans

»  Man1+CViig +KUpsg =Fpig

In the case of y=1/2 and 3 21/4 we have unconditionally stable scheme. The maximum
numerical damping of higher frequencies is achieved for B=1/,(y+1/,)2: Withy>1/,,
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Fig. 2. Spectral radius of the transfer matrix for Newmark method.

3. The Bossak method

The Bossak method [2] is the extension of the Newmark method. The acceleration a is taken
prior to ti+;. The method can successfully replace the Newmark method in al cases.



Table 2. The Bossak scheme.

" Un1=Upthv,+h2(1/2-B)as+h2Bans

" Vp1=Vpth(l-y)a,thyan.:

" M(l' CxB) Ans1t I\/chBan'l' CVn+1 +Kun+1 :Fn+1

In the case of ag=0 we have the Newmark method.

Stability conditions are fulfil for
ag<1/2 Be=ys/221/4 og+ys=1/4

The spectral radius, which determine the numerical dissipation, is depicted in Fig. 3. The
following values of parameters are assumed:

B1: ag=—-0.1, Bg=0.3025, yz=0.6,

B2: ag=—-0.1, Bg=0.5000, ys=0.6,

B3: ag= +0.1, Bg=0.3025, y=0.6.

The set of Hilber-Hughes-Taylor parameters are as follows:
HHT1: o= -0.1, =0.3025, y=0.6,
HHT2: o= -0.3, =0.3025, y=0.6.
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Fig. 3. Spectral radius for selected time integration methods [2].

The Bossak method is characteristic of a good damping in high frequencies range and less
sensible to the wrong choice than Hilber-Hughes-Taylor method.

4. Hilber-Hughes-Taylor method

The elastic forces are taken here between t,., and t,.; (ay IS negative in the origina
publication [3]), i.e. in t,.1+ ay h. In the case of ay=0 we have the Newmark method. The
effect of the artificial damping for this method is depicted in Fig. 3. The authors of this
method do not give the range of application, mutual relation between parameters oy, B and y
and their influence on the stability condition. Numerical tests performed by the author of the
present paper proved that the change of the parameters should be done with attention.

The method can be considered as the alternative to the Bossak method. However, since
it contributes potential forces not clearly definite, applications to nonlinear problems should
be investigated.



Table 4. The Hilber-Hughes-Taylor scheme.
. Un+1:un+hVn+h2(1/2'B) a-n"'hZBanﬂ

» Vi =Vpth(1-y)apthyan.

" Iv|an+1+ (1+GH)KUn+1_ GHKUn:Fn+1

5. The Park-Housner method

The Park-Housner method [4] is the example of semi-implicit methods. It employs the best
features of both the implicit and explicit methods: low numerical cost and memory storage
requirements with unconditional stability. The mass matrix M is diagonal. The stiffness
matrix K is split into a sum of triangular matrices. Two systems of equations with triangular
matrices are to be solved. Finally resulting displacement and velocity vectors are computed

(Tab. 5).

Table 5. Park-Housner algorithm.

» Form K and diagonal M

u Sp“t K into KL and Ku (K: K +Ky , KL:KUT)

» Build the matrices of systems of equations:
L = M(I+apBh2M-1K, ), U = I+aBh2M-1Ky,
On+1= aBh2[ Bfeg +(1-P)fn] + M(untBhvy,)

= Solve the systems of equations (triangular matrices):
LYns1= On+1, UU pi1 = Yner

= Solve:

Un+1:1/[3[U*n+1'(1'B)Un] . Vnar=1/(ah) (Upea-Up)-(1-0)/a v,

The stability analysis exhibits for which values a and 3 the stabili
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ty isensured (Fig. 4).
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method.

In only one point (a=1/2, 3=1/2) we have the unconditional stability of the method without
artificial amplitude decrease. The damping for a,3>0.5 is significant and affects low

frequencies considerably.
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6. Trujillo method

In the Trujillo semi-implicit method the inertia matrix M is diagonal. Matrices K and C are
symmetric and positive definite. The restriction of a diagonal matrix M may not be severe. K
and C are split into lower and upper triangular matrices. K +Ky=K, C +Cy=C. The
symmetric splitting was investigated in the original paper [5].

Table 4. Trujillo scheme.

H 2 H 28
M + C|_h + KLh—E\/J‘ﬂ/z =M - CuD - KLh—EVj —KDUj + (fj +fj+1)D
: 8 § 2 8§ 2 4

Uj+12 = Uj +%(Vj +Vj+1)

H 2H H 2H h h
?\/I + CU; +KUhgéVj+l: E\A—CLZ - Kuh8é\/j+1/2 —KEUJ+1/2 + (fj +fj+]/2)z

O O O

h
Uj+1 = Uj+12 +Z(Vj+]12 +Vj+1)

K=KL+Kuy, K=KL+Ku, h=2At, t=jh=2]At

The test example depicted in Fig. 7 shows that results better coincide with theoretical
response, then those obtained by Park-Housner method.

7. Space-time element method

The space-time finite element method has two formulations. The early one is expressed in
terms of displacements [6,7]. The time space could be split into rectangular, triangular or even
less regular meshes. The displacement formulation results in the three-level scheme

AQn1+Bgnt+Can:1=Fi.

The second type of formulation is expressed in terms of velocities [8,9]. The step-by-step
scheme is the following
AVn+BVn+]_+S'\:Fn.

A, B, C are the square matrices, q and v are the displacement and velocity vectors,
respectively, F is the vector of external forces and s is the vector of nodal potential forces,
computed at the end of the previous time step.

Table 6. The algorithm of the space-time element method (velocity formulation).
» Form the matrices K and M

» Right-hand-side vector: F="fn1- [K(l—%)ah - %M] Vn

2
Solve the equation: [k a? h +% M] Vie1= F

» Displacements: xn+1:xn+h[0(vn+(1-0()vn+1]
Nodal forces: Sn+1=K Xn+1




The numerical dissipation is performed by modifying the formulafor displacements
X1 =Xt [(L-BWVatBvnsa],  B=1-al(1+y) .

The important advantage of this method is that it can be directly employed both to dynamic
and quasistatic analysis. For a=1.0 the same procedure can be used even if the mass density is
equal to zero. In such a case the kinematic boundary conditions should force the motion. In
the case of positive mass density the unconditional stability is obtained for a=v2/2.
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Fig. 5. Spectral radiuses with non zero inertia and without inertia.

The time integration methods (many of them) can be described in the following form:

di+1= A gi— Q-1

The comparison given in Tab. 7 presents the group of methods, that can be considered as a
particular case of the space-time finite element formulation.

Table 7. Operators for time integration methods.

method operator A

central difference method | 2-k
Newmark =0, y=1/2
space-time elem. a=0

Newmark =1/6, y=1/2 4(3-K)/(6+K)

trapezoidal rule 2(4-K)/(4+K)
Crank-Nicolson

Newmark 3=1/4, y=1/2
space-time elem. a=0.707

space-timeelem. a=1 4/(2+K)

8. Information flow.

The information flow between nodes is important for every wave propagation problem.
Especidly strongly non-linear problems are sensitive. We can say that all the discrete
methods exhibit parabolic-type propagation of disturbances. Implicit methods give infinite
speed of the information flow while in explicit methods the speed is limited to the diagonal of
the mesh. Practically in both types the wave propagation exceeds the physical wave speed.



The wave front in the same time is not sufficiently sharp. In certain problems it can be
essential. Fig. 6 shows the flow of information between joints in one time layer and between
successive time layers. The arrows show how the external impulses flow from joint to joint
and how they perturb the mesh.
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Fig. 6. The information flow in selected time integration schemes.

9. Inertia matrix.

Dynamic response strongly depends on the form of inertia matrix. Severa forms of inertia
matrices are described in the literature. The diagonal mass matrix is the simplest one. It is
efficient in numerical calculations carried on by central difference method or semi-implicit
methods. The consistent matrix, derived directly from the shape functions results in more
accurate simulation of wave propagation ore vibrations with both the transverse and rotatory
degrees of freedom. Another way [10] of the lumping scheme also does not take into account
complete rotational degrees of freedom.

We can notice that for most of purposes all the methods give sufficient accuracy.
However, the best approach to the theoretical line is obtained with the consistent mass matrix.
Park-Housner and Trujillo methods have the feature observed for lumped mass matrix (since
they use such amatrix). The split of stiffness matrix in the case of semi-implicit methods does
not worsen results. However, the Trujillo method exhibits better quality.

We should emphasize that even if the artificial damping is applied, the spurious
vibrations locally dominate. The decay of oscillations, when consistent and lumped mass
matrices are applied, are similar. However, in the first case the divergence is according to
time, in the second case it is opposed.
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Fig. 7. Vibrating bar solved by different methods (no damping).
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Fig. 8. Artificial damping effect with constitutive and lumped mass matrices.

11. Conclusions.

The comparison of time integration method given in this paper exhibits non classical methods,
elaborated and described in the literature. Although the question of the efficient numerical
tool was discussed in many papers (for example [11-15]), supplementary tests proved
essential advantages of the methods presented in the present paper:

= semi-implicit methods are efficient and give sufficiently good results both in dynamic and
wave analysis,

» the Bossak and Hilber-Hughes-Taylor methods are the alternative to the Newmark method,

» the space-time element method enables both dynamic and quasi-static anaysis.
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