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Propagation of EEG activity during continuous attention test
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2Institute of Psychiatry and Neurology, 9 Sobieskiego Str., 02-957 Warsaw, Poland

Abstract. The propagation of EEG activity during the Continuous Attention Test (CAT) was determined by means of Short-time Directed
Transfer Function (SDTF). SDTF supplied the information on the direction, spectral content and time evolution of the propagating EEG
activity. The differences in propagation for target and non-target conditions were found mainly in the frontal structures of the brain.
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1. Introduction

In the last years techniques of brain imaging such as Computer
Tomography (CT), Positron Emission Tomography (PET), Nu-
clear Magnetic Resonance (MRI) and Functional Magnetic
Resonance (fMRI) became popular in clinical applications,
however EEG measurements did not loose its diagnostic im-
portance. EEG is still the cheapest and most widespread
technique. Moreover it gives the direct information on the
brain electrical activity and has the highest temporal resolu-
tion. From EEG spectral characteristics the information about
the contribution of the specific rhythms in brain information
processing can be found.

These features of EEG are especially important in cogni-
tive research and clinical neuroscience. Particularly it concerns
applications involving cognitive processes impairment and at-
tention deficits, which are common in psychiatric disorders.
The cognitive processes involve change of the spectral con-
tent of brain activity and the pattern of EEG propagation be-
tween brain structures. However, despite of numerous studies
on the localization of brain structures taking part in cognitive
processes, still little is known about transmissions between the
involved sites. The assessment of the mutual interactions be-
tween the brain structures requires a proper estimator, allow-
ing for determination of the information flow. Such an esti-
mator should provide the information about the direction, time
course of the propagation and its spectral content. The mea-
sure, which fulfills this requirement is the Short-time Directed
Transfer Function (SDTF), which is a time-variant version of
the Directed Transfer Function [1–4]. SDTF was successfully
applied in the investigations concerning the motor task perfor-
mance and its imagination [5–7]. In this study we aim to show
that it can be also appropriate measure to evaluate the informa-
tion processing during cognitive task.

In this work Continuous Attention Test – CAT [8] was
used. The CAT is a specific differentiation tool in studies
on deficits of attention. Topographic ERP studies, concern-

ing the same CAT paradigm by means of the low-resolution
electromagnetic tomography (LORETA) [9], were focused on
finding the most active sites in the non-target and target con-
dition (the latter involving a motor reaction). Although they
revealed the most prominent brain activity in posterior areas,
the strictly cognitive activity, reflected by inter-condition dif-
ferences (switching from non-target to target condition) was
found mainly in prefrontal-cortex structures (anterior cingu-
lum and ventromedial prefrontal cortex), corresponding with
the surface early-P3 component at the midline frontal deriva-
tion (Fz). However in the former study, the role of the rhythmic
brain activity was not considered. In this work we shall con-
centrate on the oscillatory EEG activity and the determination
of its propagation.

2. Material and methods

The subjects were 10 male normal subjects. The CAT ex-
periment consisted of 720 consecutively displayed geometrical
patterns (Fig. 1). The target was defined as any immediately
repeated pattern. After the appearance of the target the sub-
ject had to press the button with his right thumb. EEG was
recorded from 21 electrodes (10–20 system) referenced to the
linked mastoids. The signal was sampled at 250 Hz, 1 second
long epochs after each stimulus were evaluated. Since we were
interested mainly in the beta band we have filtered the signal
in the(15÷ 45) Hz frequency band.

The trials concerning both CAT conditions were synchro-
nized with respect to the onset of the visual CAT items and
processed separately for detected target and non-target stim-
uli. Mean value was subtracted from the data and a random
noise of small amplitude (16% of signal amplitude) was added
in order to avoid computational instabilities.

The DTF method is based on fitting a multivariate autore-
gressive model (MVAR) to the signal [10]. In terms of the
model a k-channel process can be represented as a vectorX
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Fig. 1. Scheme of the experiment

of k EEG signals recorded in time: X(t) =
(X1(t), X2(t), . . . , Xk(t)). Then the MVAR model can be
expressed as:

X(t) =
p∑

i=1

A(i)X(t− i) + E(t), (1)

whereX(t) is the data vector in the timet,E(t) is the vector
of white noise values,A(i) are the model coefficients andp is
the model order.

Previously [10], the sensitivity of MVAR performance de-
pending on the model order was tested and it was demonstrated
that small changes of model order do not influence results. The
model order can be found by means of criteria derived from
information theory; in [10] the AIC criterion [11] was found
as the most satisfactory. It was used in this work for MVAR
model fitting, usually the model order 5 was used.

After transforming the model equation to the frequency do-
main we get:

X(f) = A−1(f)E(f) = H(f)E(f). (2)

TheH(f) matrix is called a transfer matrix of the system,f
denotes frequency. From the transfer matrix, we can calculate
power spectraS(f) and coherences. If we denote byV the
variance matrix of the noiseE(f), the power spectrum is de-
fined by (asterisk means transposition and complex conjugate):

S(f) = H(f)V H∗(f). (3)

Transfer matrixH(f) is not symmetric and its non-
diagonal elements give the information about the causality re-
lations between corresponding channels. Directed Transfer
function (DTF) was first introduced in [1] in the form:

γ2
ij(f) =

|Hij(f)|2
k∑

m=1
|Him(f)|2

. (4)

Normalization of DTF was performed in such a way that
γij described the ratio between the inflow from channelj to
channeli to all the inflows of the activity to the destination
channeli. Such ratio takes values from [0, 1] range. Its value

close to 1 indicates that most of the signal in channeli consists
of signal from channelj, values of DTF close to 0 indicate that
there was no flow from channelj to channeli at this frequency.

Non-normalised version of DTF (denominator omitted) is
equivalent to the Granger causality measure, which was intro-
duced for two channels [12]. The concept of Granger causality
was extended later to the arbitrary number of channels [13].

To study dynamics of nonstationary phenomena we can use
a modification of the original AR model fitting algorithm, as
described in [13] and [14]. When multiple repetitions of the
given experiment are available, the information from all the
repetitions can be used to increase statistical significance of
the estimated functions. This approach allows to fit the MVAR
model to much shorter data segments. Namely, the correla-
tion matrix, used for the calculation of MVAR coefficients is
estimated by means of ensemble averaging over realizations
according to the formula:

R̃ij(s) =
1

NT

NT∑
r=1

R
(r)
ij (s)

=
1

NT

NT∑
r=1

1
n− |s|

n−|s|∑
t=1

X
(r)
i (t)X(r)

j (t− s),

(5)

whereNT is the number of the realizations,R
(r)
ij (s) denotes

the elements of the correlation matrix calculated for time lag
t = s in the realizationr, and n is the length of the data
window. This procedure was performed for short time over-
lapping windows; each time correlation matrix was calculated
by ensemble averaging and MVAR coefficients were fitted. In
this way time varying power spectra, coherencies or estimates
describing propagation can be found and presented as time-
frequency maps. In the framework of this approach the short-
time directed transfer functions in their non-normalised form
were calculated. The details of the procedure may be found in
[13] and [14].

A MVAR model was applied to 10 channels simultane-
ously; the ensemble averaging over trials was used in com-
putation of the model correlation matrix. The MVAR was
fitted to 50 samples long data window, which was consecu-
tively moved in time by 3 samples. In this way the Short-time
Directed Transfer Functions (SDTFs) describing the propaga-
tions between all the channels as a function of time and fre-
quency were determined. We have analyzed SDTFs integrated
in 15 ÷ 30 Hz frequency band as functions of time. The vari-
ability of the SDTFs was estimated by means of the bootstrap
method [15]. 150 randomly selected pools of trials served for
estimation of the corridors of variability.

In order to assess the differences between target and non-
target condition by means of parametric test we have to trans-
form the results to get the normal distribution. The SDTFs
were transformed by means of the Box-Cox procedure [16]
and their normality was checked. Then we have applied the
t-test to find the differences in the flows between the target and
non-target condition. The test of the hypothesis of the differ-
ence was corrected for multiple repetitions.

218 Bull. Pol. Ac.: Tech. 53(3) 2005



Propagation of EEG activity during continuous attention test

Fig. 2. Results of SDTF analysis for one of subjects. In each box – SDTFs representing the propagation of the EEG activity in time (horizontal)
and frequency (vertical); intensity of flow in the shades of gray; target condition. The propagation from the electrode marked above each box
toward electrode marked at the left of the figure. At the bottom of the picture the histograms of response times. Vertical lines separate time

epochs defined in the Results section

3. Results
The time-course of the propagation obtained for different sub-
jects depended on their reaction times to the appearance of the
target, therefore the time evolution of the EEG activity was
considered with respect to the time-histogram of the reaction
times. Considering the length of the time window used in
the SDTF analysis (50 samples), three epochs were defined.
Epoch one (prior to the motor reaction) included all time win-
dows not containing reaction to the stimulus: from the stimulus
presentation (time 0) to the fastest reaction time minus window
length. Epoch two (coincident with motor reaction) included
all the windows covering reactions time period. Epoch three
covered the time period after motor reactions. The borders of
epochs are marked in Figs 2 and 3 as vertical lines. In Fig. 2
the example of the SDTFs are shown for the target condition
together with the histograms of the reaction times. One can
observe the changes of propagation in the beta band correlated
with the task performance.

An example of the time evolution of the propagation in the
beta band for the target and non-target condition is shown in
Fig. 3. The time period between vertical lines (epoch two)

represents the time span during which the reaction occurred
(different in different trials). The general tendency, which can
be readily perceived is that in the case of non-target condition
there was less variability in the time course of the EEG flows
between electrodes – the curves were more “flat”.

The tests of the hypothesis of a lack of difference be-
tween target – non-target condition was rejected for all sub-
jects, which means that EEG propagation changes significantly
in the target condition.

Prior to the motor reaction (epoch one) an enhanced out-
flow in the target condition was visible at electrode Fpz in 6
subjects and for the others four it occurred at F3 and/or F4. It
seemed that, depending on a subject, the increase in transmis-
sion was more medial or lateral, but it was always observed
at frontal locations. Occasionally this initial increase was vis-
ible also at another electrodes, but there was no systematical
tendency among the subjects.

In the epoch two, coincident with the motor reaction, the
prevailing tendency in the target condition as compared to the
non-target one, was the decrease in the propagation from the
frontal electrodes at the side contralateral in respect to the
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Fig. 3. The time evolution of EEG flows in the beta band (SDTFs integrated in the beta range), together with corridors of errors estimated
by the bootstrap method. Non-target condition – gray, target condition – black At the bottom of the picture the histograms of response times.

Vertical lines separate time epochs defined in the Results section

moving thumb (F3, F7). This decrease accompanied by con-
secutive increase was observed especially in propagation to the
other frontal electrodes and electrode C3, which is located over
the sensorimotor cortex connected with the right hand. In Fig.
3 the time courses of flows in the beta band are shown together
with the corridors of variability. The differences in communi-
cation between frontal locations as well as between frontal and
C3 derivation in target and non-target conditions are visible.

The most characteristic feature for the epoch three (after
the movement) was the increase in propagation from C3. This
observation is compatible with the resynchronization or re-
bound effect found in the experiments connected with the fin-
ger movement and the patterns of propagations found for the
motor task e.g. [5]. The resynchronization effect was visible
also in power spectra calculated in the framework of MVAR
model.

For the other central and posterior electrodes the time evo-
lution of flows for the target condition was less consistent
across the subjects. In the posterior electrodes the increase in
outflows as compared to the non-target condition was visible
in the phase two (and sometimes also in the phase one) of the
experiment.

In Fig. 4 the topographic representation of thet statis-
tics representing differences in the target and non-target con-
dition are illustrated for the two epochs: 0–200 ms and 700–
900 ms after the stimulus onset. The difference were observed

mainly in the left hemisphere. The communication between
both hemispheres was also subject to change in the target con-
dition.

4. Discussion and conclusions

The information derived from SDTF contains not only ampli-
tude, but also the phase information and determines the pattern
of transmissions, which makes difficult the comparison with
the other methods, concerned mainly with ERP amplitudes.
However general tendencies are consistent with the previous
studies. The target related increase in the propagation, ob-
served mainly in the frontal areas within the first, pre-motor
epoch (reflecting cognitive stimulus evaluation) is in agree-
ment with the result of the former ERP study [6]. The results
are consistent with the known evidence concerning the dorso-
lateral prefrontal cortex, functionally connected with medially-
located anterior cingulum within the dorsal memory system
and responsible for contextual visual object recognition [17].
Anterior cingulate has been shown to be involved in directed
[18] and sustained [19] attention. Furthermore, anterior cingu-
late participates in stimulus evaluation and may determine the
speed of motor reaction [20]. We can conjecture that the de-
cision concerned with the stimulus identification is connected
with an enhanced communication between frontal structures,
and a flow of information toward the motor areas.
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Fig. 4. Topographical illustration of the changes of EEG propagation. The arrows show the values of t statistics representing differences of
target versus non-target condition in two epochs (0 – 200 ms) and (700 – 900ms) after stimulus

This study indicates that the application of multivariate ap-
proach for the determination of the information flow in brain
structures brings very rich and important information about the
interactions between brain structures. The failure of the pre-
vious methods aimed at determination of the propagation be-
tween brain structures was connected with the fact that they
were based on bivariate measures of propagation. The lack of
success of this approach caused the withdrawal of researchers
interested in topographical features of information processing
from the EEG analysis to the others techniques. The reason for
that was the use of improper methods of EEG analysis. It has
been shown in [21] and [22] that pair-wise estimates – bivari-
ate Granger causality or bivariate coherence may give totally
confusing results. On the contrary, multivariate methods allow
for determination of the consistent pattern of propagation of
brain activity during information processing.

This work demonstrates advantages of the application
of mutivariate autoregressive model and Short-time Directed
Transfer Function in the cognitive research and offers a pow-
erful tool for the investigation of attention deficits. It opens
the way to the understanding of communication between brain
structures during information processing and allows for the
elucidation of the role of the different brain structures during
active performance.
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